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Abstract

This paper describes how the Keyaki Treebank, a cor-
pus of Japanese language parsed for syntax, derives the
segmentation and part-of-speech labelling used for gen-
erating trees. Aiming to expose basic functional struc-
ture while remaining fairly flat to ease search, the an-
notation policy selects for large terminal nodes, but not
so large as to incorporate into purely lexical elements
other elements with functional roles. This corresponds
closely to, but also systematically deviates from, the
LUW (Long Unit Word) standard of the Corpus of Spon-
taneous Japanese (CSJ; Maekawa 2003) and the Bal-
anced Corpus of Contemporary Written Japanese (BC-
CWIJ; Maekawa et al. 2014). The implementation applies
post-processing to tools deriving LUW analysis (Mecab
and Comainu), thereby feeding corpus construction. A
new technique is employed to feed statistical parsing: A
“scaffolding” script provisionally generates structures for
the purpose of referring to structure for disambiguation of
part-of-speech.

1 Introduction

This paper describes how the Keyaki Treebank, a cor-
pus of Japanese language parsed for syntax, derives the
segmentation and part-of-speech labelling used for gen-
erating trees. Originally proposed in Butler et al. (2012),
this resource continues to grow as a component of the
NINJAL Parsed Corpus of Modern Japanese (NPCMJ,
http://npcmj.ninjal.ac.jp). In contrast to cor-
pora designed primarily to capture morphological infor-
mation, the Keyaki Treebank has the purpose of asso-
ciating text with syntactic structure based on interpreta-
tions of the meanings of sentences, including such things
as constituency, grammatical role, scope, anaphoric re-
lation, focus, quantification, null pronominalisation, etc.
The data model stresses economy in the use of categories
and accessibility to search.

The first task in the production of a syntactically parsed
corpus is the assignment to linguistic items of terminal
node labels that indicate as closely as possible the syntac-
tic functions of those items in a sentence. The approach
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starts with morphological analyses generated by machine
parsers, and optimises the supplied information, adopting
those analyses that serve to articulate structure, ignoring
levels of analysis that have no syntactic consequence, and
adding analyses where needed.

The paper is structured as follows. Section 2 presents
policy followed for resolving questions of 1) segmenta-
tion, and 2) mappings between categories of segments,
and sketches the implementation used for corpus con-
struction. Section 3 addresses scenarios that limit the size
of segments. Section 4 discusses some of the possibili-
ties and implications suggested by the employment of the
techniques introduced here.

2 Policy and implementation

The policy for segmentation and part-of-speech labelling
assumed by the Keyaki Treebank follows the principle
of using terminal nodes that are as large as possible, but
not so large as to incorporate into purely lexical elements
other elements with functional roles.

On the whole, such a policy corresponds closely with
the LUW (Long Unit Word) standard of the Corpus
of Spontaneous Japanese (CSJ; Maekawa 2003) and
the Balanced Corpus of Contemporary Written Japanese
(BCCWIJ; Maekawa et al. 2014). An LUW is composed
of at least one SUW (single-morpheme Short Unit Word),
but complex LUWSs containing more than one SUW are
common.

The SUW based analysis is obtained with the parser
Mecab (Kudo et al. 2004) using the UniDic dictionary
(Den et al. 2008). The Comainu parser (Kozawa et al.
2014) adds an extra layer of analysis, “chunking” mul-
tiple SUWs into a single complex LUW depending on
co-occurrence relations of the string in question.

The chunking from Comainu is not limited to complex
nominal expressions or complex predicates: Heteroge-
neous strings that appear to have undergone grammat-
icalisation (e.g., some formal noun/particle pairs, some
complex modal expressions, etc.) are chunked as well.
Complex LUWS are usually incorporated into the Keyaki
Treebank just as single segments. For example, numer-
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als are analysed digit-by-digit into component SUWs by
Mecab, but the Keyaki Treebank strings these into a sin-
gle segment according to the unit containing them, which
Comainu assigns.

While the chunking from Comainu is intended to iden-
tify units with significance in syntax, the information
is not always rich enough to generate immediate con-
stituency trees approaching descriptive adequacy for syn-
tax. Depending on the circumstances, SUWs may need to
be split, and LUWs may need to be concatenated under
one terminal node label (an instance of further chunking).
Furthermore, some finer distinctions in morphological
analysis that have no consequence for syntax are some-
times ignored, while other distinctions deemed important
are introduced. This is a consequence of the Keyaki Tree-
bank aiming to expose the basic functional structure of
the language, while keeping the structure fairly flat and
easily searchable.

Results of the initial analyses from Mecab and Co-
mainu are collected in the M-XML (morphology-based
XML) format of the BCCWIJ. A subsequent “rewrite”
to strings of text paired to terminal node labels is ac-
complished with an XSL script, and then further manip-
ulated by a script written in Tsurgeon language (Levy
and Andrew, 2006) that performs “scaffolding”. Based
on the types and orderings of the terminal node labels,
the scaffolding process builds phrase structures that al-
low for further decisions about segmentation and the
assignment of terminal node labels to be implemented.
Assembled phrase structure is subsequently removed
to once again leave strings of text paired to terminal
node labels. These results are then sent to a statisti-
cal parser. The full parser pipeline is available from:
http://www.compling. jp/haruniwa2.

To illustrate the process just described, consider the
following example:

() UL TLRIEAIT

“Nevertheless, let’s sign a contract”

Sending (1) through Mecab and Comainu and changing
to the M-XML format results in the following analysis
(simplified here to show essential lemma, part-of-speech,
and inflection (‘cForm’) information):

<sentence>

<LUW 1_lemma="HN" 1_pos="f\&zil">
<SUW lemma="HMN" pos="{\%&iil">% N</suw>

</LUW>

<LUW 1_lemma="|C L CTdH" 1_pos="Hil-f%wmelz ">
<SUW lemma="IC" pos="Wal-#&l">I1c</suw>
<SUW lemma="7%3%" pos="#zi-JFH I n]fE"

cForm="HHZ-—f%"> L </suw>

<SUW lemma=""CT" pos="[&l- %z >T</suw>
<SUW lemma="%" pos="Hzl- &l "> </suw>

</LUW>
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<LUW 1_lemma="#Z{Y" 1_pos=" %zl %M & iil-—#%">
<SUW lemma="2Zfy"
pos=" a1l ¥ &il- A a] BB > 24 </ suw>
</LUW>
<LUW 1_lemma="%" l_pOS:"Eﬁéﬁl—%Eﬂgﬁl'W
<SUW lemma="7%" pos="Hil-+&B&">%</suw>
</LUW>
<LUW 1_lemma="#." 1_pos="Hll-—f%">
<SUW lemma="#f" pos="®fZi-—H%"
cForm="RLEERIZ" >HiE D </suw>
</LUW>
</sentence>

Note the chunking executed by Comainu in the sec-
ond LUW in the example above, creating a conjunc-
tional particle by concatenating the particle-verb-particle-
particle sequence |2-L-C-34. The XSL script inherits
this. The XSL script also assigns the syncretic cate-
gory “NV” (noun or verb) to #2fY (keiyaku, ‘contract’)
as UniDic assigns this item @pos="noun-common.noun-
‘sa’.irregular.verbal.morphology.possible". For the scaf-
folding, NV will be a verb when followed by ver-
bal morphology, and a noun when contained in a
“PP” (particle phrase). The category “VB-VOL”
(verb-volitional) is assigned to #ii I 5 based on
the cForm="volitional.suppositional.form".  This re-
interpretation of the M-XML is expressed as the follow-
ing sequence of pairings:

n PRO

2L Td P-CONJ

S NV; T B
% P-CASE
TS VB-VOL; fii 5
EOS

This sequence of pairings is converted to the basic tree
structure below. At this stage all items are immediately
dominated by a sentence node “IP” (inflectional phrase).

(IP (PRO ¥MN)
(P-CONJ 2L T%)
(v 5T % S
(P-CASE %)

(

VB-VOL; S fHlE D))

This initial structure is modified with the scaffolding
script, forming the constituency tree below based solely
on the terminal node labels and their order of occur-
rence. Note that at this stage the scaffolding projects
more phrases than just IP: The particle % projects a PP
with the simple “NP” (noun phrase) 251 as its comple-
ment: Then the script decides for 2% the category of
noun based on its containment in the PP projected by par-
ticle Z. Also note how the sentence-initial sequence of
(PRO % N) and (P-CONIJ |C L T %)) is further chunked
by the scaffolding script. Finally, the script splits 77 1 9
into two parts (VB, ‘verb’ and MD, ‘modal’) to reflect (to
the extent that Japanese orthography allows) the fact that
the whole word ends with a modal flective.
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(IP (CONJ ZHNICLTd)
(PP (NP (N ZfY))
(P-CASE %))
(VB; A5 AGIE)
(MD 9))

In this way the scaffolding stage builds phrase struc-
ture by creating NP, PP, and IP projections; it disam-
biguates parts-of-speech by reference to structural posi-
tion; it merges and splits words depending on their dis-
tribution or their morphology. In fact the sole reason for
building phrase structure at this stage is to provide con-
textual information to disambiguate parts of speech more
accurately. Context-sensitive manipulation of data at this
stage is a powerful way to improve the performance of
statistical parsers. To the best of the authors’ knowledge,
using a scaffolding script to feed statistical parsers is the
first implementation of this kind. Once the desired ter-
minal node labels are in place, all phrases are stripped
away and part-of-speech labels are simplified, reducing
the data to the following pairing:

ZNIcL Ty cong

5 N
%= P
iz VB
9 MD
EOS

This is the form of the data that is passed to a statisti-
cal parser, with currently the Berkeley parser (Petrov and
Klein 2003) being used. The Berkeley parser is capable
of generating trees of great complexity and with deep em-
beddings. The statistically parsed result derived from our
short example in (1) takes the form of a binarised tree
with constituency calculated.

(IP-MAT (CONJ ZhICLTd)
(IML (PP (NP (N 2Z#9))
(P %))
(IML (VB #ilZ)
(MD 9))))

Further post-processing flattens the structure by remov-
ing “IML”(intermediate level) nodes, adds null pronouns
(e.g., »prox), adds functional/grammatical information
for NPs (e.g., the extended NP-SBJ), and disambiguation
information for PPs (e.g., (NP-OB1 =% «)), etc., to pro-
duce a structure signalling the grammatical contribution
of every constituent.

(IP-MAT (NP-SBJ *prox)
(CONJ ZhnIcLTY)
(PP (NP (N ZY))
(P %))
(NP-OB1 %% )
(VB #61Z)
(MD 7))

Ultimately the sequence of bracketed trees produced
by this pipeline are hand-corrected by annotators us-
ing interpretations of meaning and knowledge of gram-
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matical patterns. The trees are organised along basic
principles of linguistic structure and linguistic processes
(projection of phrases, selection, modification, move-
ment, pronominalisation, scope, etc.). Once the hand-
annotation is completed, the trees and the text together
instantiate a basic descriptive grammar of the Japanese
language. They also provide the basis for a formal se-
mantic representation to be generated.

3 Limitations on chunking

The policy for the Keyaki Treebank is to chunk as large
as possible, but there are limitations to the chunking of
strings. When there is clearly some constituency in a
string that must be expressed by structure, or when there
is a need to indicate the semantic effects of structure,
chunking is not carried out. In fact, occasionally the
Keyaki Treebank undoes the chunking executed by Co-
mainu out of consideration for these two factors. To ex-
emplify the former situation, consider the morpheme
(tyuu,‘middle’) which is frequently analysed as a suffix
by Mecab and grouped together with a preceding string
by Comainu: In contexts ambiguous for morphological
parsers, reference to non-adjacent material and sentence
meaning sometimes indicates that 17 is a formal noun.
Here is the LUW containing }i£{T (ryokou, ‘travel’)
and 1 (tyuu,‘middle’) to form {7 (‘in the middle of
travelling’) as it appears in one BCCW1J analysis:

<LUW 1_lemma="fik{TH" 1_pos="zil—& i@ ¢ al-—#%">
<SUW lemma="fik{T" pos="tqil-if #ail-+ 2ol HE"
pron="" 3 3 —">ft{T</SUW>
<SUW lemma="H1" pos="ZRef¥- &l -El&a] gEn
pron="F 2 —">Hi</SUW>
</LUW>

Referring to the UniDic dictionary, Mecab assigns
to =8| @pos="suffix-noun.like-adverb.possible"
and to %t 11 @pos="noun-common.noun-
’sa’.irregular.verbal.morphology.possible," Comainu
groups “suffix” A1 together with “noun” fj£{T in the
same LUW, an analysis which results in the Keyaki
Treebank’s initially ambiguous assignment of NV i
1T being decided as an N. However, it is clear from the
syntactic context in (2) below that a verb of motion se-
lects the accusative-marked object NP {5+ % (‘overseas
ACC’) with the semantic role of “path,” and while verbal
morphology is absent from Jj&{T, it is clear that fK{T is
what is doing the selecting.

() Birdighhzikirhz

“(He) is presently travelling overseas.”

Syntactic tests (e.g., negative concord) can demon-
strate that an argument of a “verbal noun” in a construc-
tion like this is not local to the 72 (da, ‘is’) that follows
7. Furthermore, the possibility of case-marking on F in
analogous contexts shows that H1 heads a noun phrase. A
principled explanation for the pattern in (2) above is that
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VB Ji£{T heads a gapless relative clause (IP-EMB) mod-
ifying N t1: M1 is not a suffix, but rather a formal noun
with its own segment and terminal node label; Ti€4T is not
a noun but rather a verb. Neither morphological analysis
alone nor (at present) scaffolding is equipped to carry out
this analysis: Only hand annotation can decide for the
structure that appears in the Keyaki Treebank below:

(IP-MAT (NP-PRD (IP-EMB (NP-SBJ +prox)
(PP (NP (N {#¥h))

(P %))
(VB TikAT))
(N H)
(AX 72)
(PU . ))

This is one clear example of syntactic principles
trumping morphological ones in a parsed corpus. A more
sophisticated scaffolding script might be able to produce
such analyses, reducing the burden on human annotators.
The possibilities for the scaffolding technique have yet to
be extensively mined.

4 Conclusion

To sum up, this paper has detailed segmentation and part-
of-speech labelling for the Keyaki Treebank. This has
included descriptions of policy as well as components
of an implementation used for corpus construction. The
rewriting of morphological annotation from the mechani-
cal parsers has been discussed briefly. The new technique
of scaffolding has been introduced, and some of its pos-
sibilities have been suggested. The Keyaki Treebank un-
dertaking is still actively developing these techniques in
order to take fullest possible advantage of the morpholog-
ical analyses provided by Mecab and Comainu. This sit-
uation reflects the richness of those analyses as much as it
does the incipient state of our battery of post-processing
steps.

For the NPCMJ (an extension of the Keyaki Tree-
bank, with an XML encoding to accommodate informa-
tion that is additional to a core syntactic parse), UniDic
morphological information created with Mecab is linked
to each segment, and can be referred to with user inter-
faces (http://npcmj.ninjal.ac.jp/interfaces).
In the process of recognising and expressing grammati-
cal structure, apparent mismatches between the UniDic
analyses and the part-of-speech analyses of the Keyaki
Treebank arise, and these are easily retrievable from the
NPCMJ. The ability to assign grammatical categories
and structures to text at this level of delicacy is largely
thanks to the morphological analysis, and mismatches in
the Keyaki Treebank are more in the way of additions of
functional information than they are indications of orig-
inal mis-assignment. In the end, all the described deci-
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sions about segmentation and labelling are made in the
service of exposing the roles of constituency and syntac-
tic processes in the compositional expression of sentence
meaning.
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