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Abstract

We address the issue of explaining previously unseen
words on different levels at the same time.

We explain unseen words on the level of form
by using analogical clusters extracted from a given
training set by relying on formal relations between
words. The analogies which explain unseen words
on the level of form are then verified on two other
representation levels: morphological and semantic.

In this paper, we carry out a ten-fold cross-
validation experiment on Indonesian. The experi-
mental results show that almost half of the unseen
words can be explained on the three different levels
of representation at the same time.

1 Introduction

The vocabulary of a natural language processing
(NLP) system is usually limited by the words learnt
during the training step. Thus, unseen words are an
important issue for NLP systems. Speech recognition
and machine translation face this issue.

In this paper, we address the issue of explaining
unseen words. We consider computational analogy
as one possible way to answer this problem. For
example, the word inexhaustivity may be explained
in the following manner: active : inactivity ::
exhaustive : x ⇒ x = inexhausitivity

Some previous works are restricted either to the
formal aspect of the problem, as in [1, 2], or to its se-
mantical aspect, like [10, 7]. In the present paper, we
explain unseen words on such levels and even addi-
tional levels. For that, we first explain unseen words
on the formal level. We then confirm the explana-
tion by checking it on two other levels: morphologi-
cal representation and semantic representation. We
choose to specifically work on Indonesian as it is a
language known for its relative richness in deriva-
tional morphology and morphological analyzers are
available for this language.

Tokens Types Type-Token-Ratio

Number 486,936 27,315 0.056

Avg length 6.1 8.0

Table 1: Statistics for BPPT Corpus

2 Data used

We carried out experiments using the BPPT1 cor-
pus provided by PAN Localization2. BPPT is an
Indonesian-English aligned parallel corpus of news
articles. The Indonesian part contains almost half
million tokens (words in the corpus) representing
twenty-seven thousand types (number of different
words). The average length of a token is around
six characters while the average length for types is
almost eight characters. Almost half of the tokens
(44.3 %) are hapaxes. Table 1 shows the statistics
on the BPPT corpus.

We carried out a ten-fold cross-validation exper-
iment using the BPPT corpus. Each of the ten
test sets contains around 1,200 unseen words (almost
15 % of the test set). The statistics for the data,
training and test sets, are shown in Table 2.

A rough estimation of the categories of the un-
seen words was conducted. Hundred unseen words
were sampled out of the unseen words of one test set
and classified by hand. 40 % of the unseen words are
valid Indonesian words while around 30 % are proper
nouns. The remaining unseen words are either ab-
breviations, typos, or foreign words.

3 Level of form

In the next following sections, we once again intro-
duce our method to produce analogical clusters. This
method has already been presented elsewhere [5, 1].

1Licence: Creative Commons BY-NC-SA 3.0
2http://www.panl10n.net/indonesia/
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makan : makanan =


−1

...

0
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Figure 1: Word ratio for word makan (‘to eat’) and
makanan (‘food’).

It relies on the notion of computational analogy be-
tween strings of symbols proposed in [4].

3.1 Word ratios

The ratio between two words is defined as a vector of
features made of all the differences in the two words
in number of occurrences of all characters, whatever
the writing system, plus the edit distance between
the two words. The following formula explains the
ratio between two words A and B, and Figure 3.1
illustrates it on an example.

A : B
∆
=


|A|a − |B|a

...

|A|z − |B|z
d(A,B)

 (1)

The notation |S|c stands for the number of occur-
rences of character c in string S. The last dimen-
sion, written as d(A,B), is the edit distance between
the two strings with only two edit operations: in-
sertion and deletion. It indirectly gives the number
of common characters appearing in the same order
in A and B. This definition of word ratios captures
prefixing and suffixing and more generally infixing.
However, this definition does not capture reduplica-
tion nor repetition. The latter one would be needed
to capture marked plurals in Indonesian, for instance
meja-meja (‘tables’) for meja (‘table’).

The above definition is found in or implied by the
characterization of the notion of proportional anal-
ogy between sequences of characters in [3] or [9]. Pro-
portional analogy is defined as a relationship between
four objects where two properties are met: (a) equal-
ity of ratios between the first and the second terms
on one hand, and the third and the fourth terms on
the other hand, and (b) exchange of the means. The
exchange of the means states that the second and
the third terms can always be exchanged. Formula 2
gives the notation and the definition of a propor-
tional analogy.

A : B :: C : D
∆⇐⇒

{
A : B = C : D

A : C = B : D
(2)

makan : makanan

minum : minuman

main : mainan

minum : diminum

makan : dimakan

beli : dibeli

minum : meminum

makan : memakan

makan : minum

makanan : minuman

dimakan : diminum

memakan : meminum

Figure 2: Four analogical cluster of different sizes:
three ratios for the clusters on the left, two and four
ratios respectively for the clusters on the right.

3.2 Analogical clusters

We compute all ratios and group pairs of words by
equal ratio. A set of pairs of words with the same
ratio is called an analogical cluster. Using Formula 2,
we define an analogical cluster in Formula 3. Notice
that the order of word pairs in an analogical cluster
has no importance.

A1 : B1

A2 : B2

...

An : Bn

∆⇐⇒ ∀(i, j) ∈ {1, . . . , n}2,
Ai : Bi :: Aj : Bj

(3)

Practically, it would be too long to compute all
possible ratios between all pairs of words directly so
that a strategy in two steps is adopted following the
method proposed in [5]. Figure 2 shows examples of
analogical clusters.

3.3 Explaining unseen words

For each unseen word, we extract all possible ana-
logical clusters which include it using the words con-
tained in the training set. If there is at least one
analogical cluster extracted, it means that the un-
seen word can be explained on the level of form.

4 Levels of morphology and
distributional semantics

4.1 Morphological representation

For the morphological representation, we use a stem-
mer [8] and HMM-based part-of-speech tagger [12]
for Indonesian. Each word is represented by its lex-
eme and exponent(s), accompanied with its part-of-
speech tag (see Figure 3, second line).

We verify analogies on the level of morphological
representation by proportional analogy on the strings
of the representations themselves using Formula 2.
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Form: makan : makanan :: minum : minuman

Morphological representation: makan VB : makan+an NN :: minum VB : minum+an NN

Semantic representation: ~makanan− ~makan + ~minum ≈ ~minuman

Figure 3: Confirming an analogy on different levels of representation for the word minuman.

For each analogical cluster that includes an unseen
word, we verify at most 30 ratios. If 50 % (at least 15
ratios out of 30 ratios) of the analogies are verified,
we assume that it is sufficient to state that the anal-
ogy on the morphological level holds for that cluster.
We consider that it is sufficient that one analogical
cluster pass the previous criterion to explain an un-
seen word on the level of morphological representa-
tion.

4.2 Semantic representation

Linguistic regularities can be captured by represent-
ing words in a vector space [11, 7]. Some tasks can
be performed using this continuous word representa-
tions, such as solving semantic analogical equations.
As a famous example [7], the vector for queen can be
approximated by summing the vectors for king and
woman and subtracting the vector for man.

We train a model for all the words contained in the
BPPT corpus [6]. The vector dimension is 300 with
a window size of 5. For the ratios in our analogical
clusters, we solve the analogical equations using vec-
tors and check whether the unseen word comes out
as an answer. If the unseen word comes out in the
top 100 answers at least 50 % of the times for at least
30 analogical equations, we consider that the analogy
holds on the level of semantic representation.

5 Experiments

In this section, we present our experimental protocol
which uses the morphological and semantic represen-
tations and the criteria to check for analogy on these
levels as explained in the previous sections. We also
present the results obtained on the data introduced
in Section 2.

5.1 Experimental protocol

For each unseen word in the test set, we first explain
it by analogy on the level of form by extracting all
possible analogical clusters which include it (see Sec-
tion 3). These analogies are then confirmed on two
other levels of representation: morphological and se-
mantic (see Section 4).

We count how many unseen words can be ex-
plained on the three levels at the same time: form,

morphological representation and semantic represen-
tation.

5.2 Experimental results

Table 2 (next page) shows the results obtained in
a ten-fold cross-validation experiment. It shows the
exact number of how many unseen words explained
on the level of form were also explained on the levels
of morphological and semantic representation. Over-
all, 49 % of the unseen words explained on the level
of form could be explained on these two additional
representation levels.

On the level of form only, 97 % of the unseen words
can always be explained. A manual inspection of the
data showed that the remaining unseen words are
proper nouns and marked plurals, which confirms
our observations (see Section 2) and our theoreti-
cal considerations (see Section 3.1). Around 80 %
of the unseen words explained on the level of form
can also be explained on the level of morphological
representation. More than 55 % of the unseen words
explained on the level of form can also be explained
on the level of semantic representation.

6 Conclusion

We proposed a method to explain unseen words con-
tained in a test set by taking different levels of inter-
pretation into account. By using analogical clusters
extracted from a training set, we explained unseen
words on the level of form. The method relies on
a previously reported formalisation of proportional
analogy. Results from a ten-fold cross-validation ex-
periment show that more than 97 % of the unseen
words can be explained on the level of form. We fur-
ther checked the analogy on the two additional levels
of morphological and semantic representation. As a
final result, 49 % of the unseen words were explained
on the three levels at the same time.
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exp

# types # unseen words

training test total
explained

F F & M F & S F & M & S

1 26,039 8,629 1,276 1,249 1,010 787 721

2 26,110 8,533 1,205 1,186 946 612 540

3 26,030 8,654 1,285 1,255 1,017 685 625

4 26,029 8,732 1,286 1,262 1,031 712 637

5 26,063 8,832 1,252 1,234 1,012 674 599

6 26,163 8,532 1,152 1,131 910 587 536

7 25,948 8,823 1,367 1,343 1,098 791 712

8 26,020 8,712 1,295 1,269 1,031 673 616

9 26,089 8,646 1,226 1,207 992 664 603

10 26,025 8,667 1,290 1,268 1,000 662 587

Table 2: Number of types in training and test set for each experiment batch (left). Number of unseen words
(right) explained on the level of: form (F), morphological representation (M); semantic representation (S).
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