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1 Introduction
A Chinese character can be decomposed into ideo-

graphic radicals (“部首”). The radical-enriched word

and character embeddings outperform original word

and character embeddings in various tasks in Chinese

[7, 13, 14, 11] and in Japanese [4]. The subcharacter-

based language models achieved much less perplex-

ity than the character-based language model [9].

The subcharacter-based text classification models

are more robust for the unseen characters and save

the computational cost with the smaller vocabulary

[5].

However, the subcharacter embeddings failed to

outperform the word and character embeddings in

the classification tasks [5, 4].

The inconsistent performance motivated our

study. Because the previous works are under the

different datasets and the different neural networks,

we collected a pair of topic classification dataset and

a pair of sentiment classification dataset in Chinese

and Japanese and perform experiments with the dif-

ferent neural networks and embeddings (Section 3).

We find that the performance of the subcharacter

embeddings highly depends on the model architec-

ture. There is a significant gap between the long

short-term memory neural network (LSTM) [2] and

the other models for the subcharacter embeddings.

The subcharacter embeddings achieve nearly state-

of-the-art performance with LSTM, while they coop-

erate badly with the other models including fastText

[3], the multilayer perceptron (MLP), the convolu-

ational neural network (CNN), the quasi-recurrent

neural network (QRNN) [1] and Transformer [12].

However, at the same time, the results for the word

embeddings are much more close. We also find

that the gaps between the models are larger for the

Japanese datasets than the Chinese datasets (Section

5).

2 Models
FastText [3] contains an embedding layer and a

softmax regression head, developed from the contin-

uous bag-of-words [8]. Embeddings of words, charac-

ters and subcharacters are summed together as the

input of the regression head. It is simple but reported

efficient for word embeddings.

The multilayer perceptron (MLP) is a stack

of fully connected layers. In the experiment, we em-

ployed a three-layer MLP, which contains the embed-

ding layer, the fully connected layer and the softmax

regression head.

The convolutional neural network (CNN)

employs the convolutional filters and pooling layers

to extract the features with relatively less parame-

ters. In the experiment, we used a deep CNN of 10

layers whose filter width is 3 and pooling width is 2.

The long short-term memory network

(LSTM) is the recurrent neural networks whose re-

current unit has an input gate, a forget gate and an

output gate. The gates controls the hidden state to

avoid vanishing gradient and learn long-range depen-

dencies.

The quasi-recurrent neural network

(QRNN) [1] is a kind of recurrent neural net-

work which replace the matrix production in the

recurrent units with masked convolution [10] for

parallel computation and wide windows. This archi-

tecture allows the units to explicitly get information

from larger windows. In the experiment, we follow

the original implementation 1. The filter width is

set to 2.

1https://github.com/salesforce/pytorch-qrnn
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For LSTM and QRNN, we implemented four layer

models in the experiments comprised of the embed-

ding layer, the recurrent or quasi-recurrent layer,

the fully connected layer and the softmax regression

head. We input the embeddings from the embedding

layer to the recurrent layer, and then feed the hidden

state of the last unit to the softmax regression head.

Transformer [12] employs masked multi-head

self-attention to encode the context. The multi-

head self-attention and the position embedding make

the feed-forward neural network able to compute the

contextual dependency and the positional informa-

tion without recurrence and convolution. In the ex-

periment, the input text embeddings and positional

embeddings are encoded by six normalized eight-

head masked self-attention layers in the experiments.

The encoder’s output is fed to a classification head

to predict the label.

3 Datasets
We tested the models by two tasks: the topic clas-

sification task and the sentiment classification task.

We prepare a Chinese dataset and a Japanese dataset

for each of the tasks.

For the Chinese tasks, we use the “Chinanews”

dataset and the “JD” dataset, as the topic classifica-

tion dataset and the sentiment classification dataset,

respectively. Both of the datasets are publicly shared

by Zhang and LeCun [15].

For the Japanese topic classification task, we ran-

domly collected samples of four topics from the

Rakuten Data Release 2: the product reviews from a

online shopping website, Rakuten Ichiba 3; the hotel

reviews from a travel guide website, Rakuten Travel
4; the golf course reviews from a golf information

website, Rakuten GORA 5; and recipes from a cook-

ing website, Rakuten Recipe 6. Each topic contains

200,000 training samples and 16,000 testing samples.

There are totally 864,000 samples. It is marked as

’Rakuten T.’.

2https://rit.rakuten.co.jp/data release/
3https://www.rakuten.co.jp/
4https://travel.rakuten.co.jp/
5https://gora.golf.rakuten.co.jp/
6https://recipe.rakuten.co.jp/

For the Japanese sentiment classification task, we

firstly labeled the reviews from Rakuten Ichiba in the

Rakuten Data Release in the same way as the ’JD’

dataset. Then we collected 2,180,000 positive re-

views and 2,180,000 negative reviews randomly. For

each category, 2,000,000 samples are for training, and

the other 180,000 samples are for testing. We marked

this dataset as ’Rakuten I.’.

4 Setup
For the subcharacter-based representations for the

Chinese characters, we replace them with their rad-

icals according to the character structure informa-

tion database, “CHISE” 7. For the other characters,

we do not decompose them. The subcharacter-based

models use the radical embeddings of the Chinese

characters and the character embeddings of the other

characters in the experiments.

For each model above in the experiments, the di-

mension of the embedding layer and the other hid-

den layers is set to 256. In each epoch, the training

set of each dataset is further randomly divided into a

smaller training set (90%) and a validation set (10%).

If the loss of the validation set does not decrease dur-

ing the recent 5 epochs, the training ends. The pa-

rameters that achieved the best validation loss are

saved. We use the ADAM algorithm [6] to update

the parameters.

5 Results and Discussion
We provide the F1 scores, together with their vari-

ance for each of the embedding type in Table 1. The

character and the subcharacter embeddings show sig-

nificant preference on the neural network types. The

improvement for the subcharacter embeddings can

only be observed from the CNN and the LSTM, in

comparison with fastText. Moreover, the improve-

ment from the LSTM for the character and subchar-

acter embeddings is obviously much higher than the

word emeddings. Furthermore, in comparison be-

tween the variances of the models (Column “V”in Ta-

ble 1), we find that the performance of the subchar-

acter embeddings depends on the model type more

than the character embeddings.

7http://www.chise.org/ids/
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Table 1. The F1 scores of all the combinations of the input embeddings and the neural networks (in percentage).

The number in the brackets is the absolute change in percentage, in comparison with the word embedding-based

fastText model. Column “V” provides the variance of the results by the different models for each embedding

type.

fastText MLP CNN LSTM QRNN TF. V

C
h

in
an

ew
s

Word 85.65 85.88 86.92 88.84 84.82 89.11 3.11

Char. 84.70 83.76 87.99 90.48 84.84 74.61 29.28

Subchar. 81.05 79.59 87.09 90.35 80.45 83.19 18.08

J
D

Word 89.89 90.03 90.59 91.38 89.96 90.14 0.07

Char. 87.85 87.84 89.74 91.48 88.76 87.88 0.55

Subchar. 85.94 86.24 89.68 91.20 87.63 83.22 3.42

R
ak

u
te

n
T

.

Word 98.81 98.91 98.64 99.19 98.48 99.08 0.33

Char. 97.90 97.85 98.23 99.20 98.00 96.90 2.13

Subchar. 97.27 97.16 97.63 99.18 97.41 93.58 8.12

R
ak

u
te

n
I.

Word 87.22 87.23 90.67 91.79 88.04 87.35 4.01

Char. 85.06 84.82 91.23 93.50 88.64 82.83 14.43

Subchar. 83.74 84.03 90.61 93.35 84.48 78.35 19.72

Table 2. The error overlap between different neural

networks over the Chinese tasks for the subcharac-

ter embeddings (in percentage). ’TF.’ refers to the

Transformer Model here.

fastText MLP CNN LSTM QRNN

TF. 42.74 43.04 33.40 33.46 44.21

QRNN 58.13 58.58 41.98 41.41 /

LSTM 38.95 39.01 50.83 / /

CNN 37.97 38.53 / / /

MLP 68.02 / / / /

Table 3. The error overlap between different neural

networks over the Japanese tasks for the subchar-

acter embeddings (in percentage). ’TF.’ refers to the

Transformer Model here.

fastText MLP CNN LSTM QRNN

TF. 36.13 37.78 20.11 15.72 33.78

QRNN 51.85 55.69 35.31 32.71 /

LSTM 31.38 31.50 45.37 / /

CNN 32.91 33.32 / / /

MLP 71.09 / / / /

To further clarify the gaps between the models, we

provide the overlap of the wrongly predicted samples

for the Chinese datasets and the Japanese datasets

in Table 2, and Table 3, respectively. The mistakes

made by fastText, MLP and QRNN are relatively

highly overlapped, while LSTM, CNN and Trans-

former are more independent. The gaps between the

models are larger for the Japanese datasets than the

Chinese datasets.

6 Conclusion
The experimental results have shown the sub-

character embeddings’ strong preference on the

LSTM. The subcharacter embedding-based LSTM

outperforms the word and character embedding-

based fastText model, MLP models, CNN models,

QRNN models and Transformer models, outperforms

the word embedding-based LSTM models for one

Japanese dataset and one Chinese dataset among the

four datasets, but slightly underperform the charac-

ter embedding-based LSTM. The gap between the

models are larger for the Japanese datasets. It ex-

plains why the fully connected feed-forward models

such as Skip-gram, CBOW and fastText failed to get
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the expected results for the Japanese datasets, while

they achieved relatively good results for the Chinese

datasets in the previous works.
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