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Abstract

Usersoften experience difficulty lexical-
izing the word they want to lookup or
usein the text they are writing. In or-
derto help suth a userto accessthe de-
siredword we proposea novel dictionary
seartr method where the user can en-
ter the descrptior/definition of the tamget
word ratherthantheworditseff in orderto
lookit upin thedictionary Japanesenput
is first pareedby amorplologicalanalyzer
andthencompaed to the dictionary defi-
nitionsto obtain theclosest matchirg con-
ceptin the dictionary Furthemore, the
relations among conceptsobtaned from
theconcept dictionaryareexploitedto im-
prove the systemaccungy.

1 Introduction

Dictionariesin eledronic formathave becomecom-
mon place during the lastten years Their adwan
tagesover paperdictionaries are numerais: fast,
rancdbm acces; ability to jump/revigate betwea
se/erd dictionaiies; ability to adjust the displayed
information to suit ones needs Nonetleless,
currently available dictionares/digionary interfaces
fall shot in oneimportant aspet: accanmodating
theuse with imperfectknowledgeof theword heis
trying to lookup. Most dictionaiies support lookups
only basdonthecorrect, presribedspelling of the
word or sugport incomgete input based on crude
string matchirg techiques suchasregular expres
siors or shotestedit distarce.

In mary casethisis unsdisfadory sincetheuser
is unable to provide the corred information either
becaisehecannd think of thewordthatheknows or
becaisehe doesnot know the word (asis oftenthe
casewith the languageleamer). In casedike this,
the dictionary searchis unauccesful andthe uses
endup frustrated.

The goal of this reseach is to crede a morein-
tuitive, user-frierly dictionary searchmechaism
whichwill allow theusertolook upthedesredword
without knowingits prescibed speling. In this pa-
per, we will descibe how we go abou helping the
userto lookup the word thatis on his mind but he
wasunable to lookup with corventional interfaces.

In Section2 we descibe the problemwe aretry-
ing to addess. Thenwe descibe the implementa-
tion of the prototypesystemin Section3. Finally, in
Section4 we evaluatethe currentimplementatian.

2 Problem of incorrect/incomplete input

With thecorrectinput available,dictionary lookupis
straightforward. However this is often not the case.
Imagire a userwho wantsto find the word express-
ing the meaning‘the food thatcow chews over and
over” but canrot think of word “cud” Usercanna
usecorventioral dictionaryinterfacesto usethein-
formation he knows abou thisword in orde to look
it upt

This probdem s different from the problem of in-
correct or parially correctinput of a known word
which hasbeenaddresedin previousresearch (if
only in limited fashon). For exampk, for French,

*Howeverasimplesearcton Googlegavethedesiredresults
in this case.



input: F=EEH

output:

[D:3d0087 Score:1.18 expl: SHEE <

BR(v3h) BH¥ayF] BUMY s TYY ] FURXYT] FLTRY S 7]
FERIR Y] TR S H]

[D:3d1b97 Score 1 019 expl AEWERTH T E DA
B3V Y] BYEIYITYND] Iy or—A[Fy o5 —2] FER/ND]

[D:0eBe16 Score 0923 expl il LW 51
RHAA > #4F]

Figurel: Exampleseach

thesystenmby Zock andFournier(200Lb) triesto ac-
court for confusion betwee the phoretic form of
the word and its spelling. For Jamnese,FOKS
systenm (Bilac et al., 2003) allows lookup of words
base on erroneousreadirg estimaesof kanji char-
actes contanedin theword. Both of thesesysems
explore mappngsbetweercharatersandtheir pro-
nundation to accaintfor inaacurateinput.

Although it is feasible to handk the probem of
acces on the bass of an individual word as input
(Zock, 2002 Zock andFournier 2001a), in this pa-
perwe addessthe seach startirg with a multi-word
userinput (El-Kahlout and Oflazer 2004). The hy-
pothesisis thateventhouwgh the userdoes not know
theword hewantsto lookup, he cangive a descip-
tion of theword. Sucha userwould benefitfrom a
dictionaryallowing lookup basel onthe desciption
he canprovide. Figurel givesan exampleof the
dictionaryseach.

3 Implementation

In orderto allow the useraccessto the dictionaly
entries basedon the desciption, we neal to com-
parethe input with the definttions from the concept
dictionary (EDR, 1995. Sinceconcets areiden
tified only with numericé codes, we usethe con
ceptdefinitionsusedby developersandhumanuses
to make it easer to understam what the concept
represents Translding this into IR vocabulary, the
userinput is the quely andthe conceptdefinitions
are the documents. Our god is to find the set of
the mostrelevantdoaumentsin respnseto the user
guer. Oncethe mostrelevart con@ptsarelocated,
it is straghtforward to obtan the dictionary entries
which lexicalize them. We opted for usingcorncept
definitions rather than word definitions since con

ceptsdictionary provides addtional hierachy in-
formation which canbe usal to improve similarity
measues.

In the prepaatory stageswe parseall dictionary
definitionswith the ChaSemorptological analyzer
(Matumob etal., 20022 andgereratethefrequency
files necesaryfor GETA IR engire’. Thefrequeng
files reflectthe term frequencies in eachdefinition.
We decicedto useGETA engire sinceit allows for
charging of the similarity measue usedto evaluae
which docunentsarerelevantto the query

3.1 Traditional similarity metrics

The startng point of our systen are somestanard
similarity metrics usedin IR (Tokunaya,1999. We
evaluae them seprately and then augmem them
with addtional informationobtaned from the con
ceptdictionary (seebelow). Heret representead
termin aqueryq or adocumaet d.

The first metric we usedis ¢f.idf. Here the
tf.idf (t,d) is the product of the term frequeny in
adocumentf(t,d) andidf (¢, d), inverse doaument
frequeng/ weightcalcultedby Equatian (1). In this
equdion N is thenumberof documentsanddf (t) is
anumbe of documentstermt appeasin.

idf (t) = log de\(ft) +1 1)
@G = (tf(t1,q), - tf (tm, ) )
wd = (tf.idf (tr.d), -, tf.idf (tm,d)) (3)

Then,we canrewrite the quely andeachdoaument
asvectaswg andwd (Equatons2 and3) andcalcu

late the similarity of two vectas asgivenin Equa-
tion (4). In this casethe dot product of vectas is

normalzed by the sum of term frequencies in the
document.

@ - wd
:Ln=1 tf(tna d)
Thesecom measurave usedis cosne (cos). The

individual vectasarecalaulatedasabove but thedot

product is normdized by product of vectorlenghs
asshownin Equatia (5).

sim(q, d) = @)

_ wg-wd

—_ - —
wg| - |wd|

2http://chasen. ai st-nara. ac.j p/

*http://geta.ex.nii.ac.jp/

sim(q, d) 5)



Thethird measue testeds modifiedcosire (cos_m)
(Matswzaki et al., 1997. For this measurerathe
thanusing tf of eachelementin the quay vecta,
the elementis mappedto a binaty value as given
in Equatian (6). The resuling vecta (Equaton 7)
is then usedto calalate the similarity asgivenin
Equation (5).

_ 1 termtisinthequery
alt.q) = { 0 othewise 6)
@ - (a(tlv(J)v"'aa(tm:q)) (7)

3.2 Using the concept hierarchy

As thenext stepwe look at possble waysto usead-
ditional domainspecificinformationto improve the
perfaomance.Sincewe canobtan cornceptrelations
from the EDR coneeptdictionarywe usethemto al-
ter the similarity measurs.

The parent conapt definition usudly cortain
moreabgracttermsrelevantto the definition of the
child conceot. Thus, we expard dictionary defini-
tions of a concept with the definitionsof its parents
accading to Equation(8). Herethetf,(t, d) is the
originaltermfrequeny in thedocumaet, p(d) is the
setof all paren definitionsandt f,, (¢, d) is the new
termfrequency.* Basedon obtainedcouns, thesim-
ilarity measue par canbe calaulatedasin Equatian

(5).
tfa(t,d) = atfo(t,d)+ B Y tf,(t,dp) (8)

dpep(d)

Second we usethe setof heursticsto extrad the
most significant term in the user input (Shots,
2003, corvertit to acon@ptm andcalculteascore
for all adja@nt conepts ¢ (Equation (9)). Here
depth(c) is adepth of the coneeptin the hierarchy
and M SCA(c, m) is the degestancesor node of
both ¢ andm. The calcuated scoreis then com-
bined with the GETA scoreto obtain the new value
mc asin Equatio (10).

2 x depth(MSCA(c,m))
Re(e,m) = depth(c) + depth(m)

(9)

n_score(c) = (1 + M) x score(c) (10)

“Weightsa and 3 adjustthe influenceof termsin parent
concep definition.

Third, we directly chedk whetherthe userinput
matche oneof the coneptdefinitions. If thatis the
case,we return the coneptdiredly. This heurstic
is labded syn during the experimentphase

4 Evaluation

Thebiggestprodemin evaluaing theproposedsys-
temis the needfor a colledion of freely occuring
dictionaryqueries similarto thequeriesthatthe sys-
temis trying to accommodte. Sincewe were un-
ableto locatesucha colledion we resotedto using
dictionarydefiniionsfrom a different dictionary

We randmly extracted 466 dictionaly entries
from thelwanamiJapaesedictionary(Nishio etal.,
1994 andusedthe glossof eachentry asthe query
andtheentryitself asthedesredresut. A complee
setof 400,00 EDR concetswasthensearclkedwith
eachqueryasinput andall wordswhich lexicalize
the relevart concepts as output. Sincetherewere
somediscrgances in punctuation and formating
betweerthe two dictionaries, we removed all punc
tuation from theinput andconsderedcorrect all an-
swerswhich differed from the target word only in
preseceof suru verbalending or in the okurigana
ending.

Theresuls of theexperiment aregivenin Tablel
for thethreestandird measurs (i.e. tf.idf, cos and
cos_m) aswell asfor the three measues/heuistics
using the EDR concept dictionary (i.e. par, mc and
syn). Notethatthethreelattermeasursusecos_m
asthebasesimilarity calcuationmethal.’> FromTa-
ble 1 we canseethatcos_m Yyieldsthebestrestutsin
absaceof corcepthierachyinformation. However,
suppementirg thebasesimilarity measueswith do-
main specificinformationresuts in slightimprove-
ments.For thetop-3 casewe canseetha expand
ing thedefinition of aconcet with thatof its parents
resuts in 2.1% increasewhereas the combnation
of the three resuls in a 4.5% increasein coverag.
Nonettelessthe highestaccuagy rateof 52.8%,al-
though high by IR stardards leavesroom for im-
provemen. Furthemore, in abou 110 casesthe
correct word was not returred amongthe top 1000
resuts. This is mostly becawse the definition sen-
tencewastoo shot to make a conrectionwith the

®Dueto time constraintsve did not evaluatetheinfluenceof

eachmeasuraisingthe conceptdictionaryseparatelybut only
in compound form.



TOP#n tf.adf cos cos-m par par +mec  par +mc+ syn
1 31(06.7%) 94(20.2%) 98(21.0%) 105(22.5%) 107(23.0%) 113(24.2%)
5 109(23.26) 154(33.0%) 166(35.6%) 169(36.3%) 172(36.9%) 180 (38.6%)
10 145(31.1%) 182(39.1%) 200(42.9%) 200(42.9%) 203(43.6%) 212 (45.5%)
30 196(42.1%) 216(46.4%) 225(48.3%) 235(50.4%) 238(51.1%) 246 (52.8%)
50 223(47.9%) 229(49.1%) 249(53.4%) 256(54.9%) 264(56.7%) 272 (58.4%)
100 251(53.9%0) 248(53.2%) 272(584%) 284(60.9%) 288(61.8%) 296 (63.5%)

Tablel: Comparsonof differentsimilarity measurs

input senence. This exemplifiesthe needto further
explore the possbility of definition exparsion with
moredetaled definitions/descrptionsfrom a differ-
entsour®@. Anotherpossble methodof improving
thesygemis to reducethe searctspae (e.g.search
ing only for coneptsin deepe levels of hierarchy).
Furthemore, a significant problem for the sydgem
was the wide variation in spdling (e.g.useof dif-
ferent scriptfor the sameword) which reduesthe
accuag significantly.

In the future we hopeto implemen a graphcal
interfaceto the sydemandextendit with addtional
navigatioral tools to enalle acces even in cass
wheresimilarity metrics failed to yield the desred
resut. Only whensuchextensbnsareavailable will
theuserbeableto take full advantagef thesysten.

5 Conclusion

It is a commoncasethat the user camot provide
cananically correct input whenseachingthedictio-
nary Hencethereis a needto creae a morerobugt
searh mecharsm which allows lookup basedon
partial or erroneousinput. In this pape we descibe
asystenallowinglookup of dictionaly entiesbasel
on the desciption of the target entry. Userinput is
parsel andthencompare with definitionscontaned
in the dictionary using a variety of similarity met-
rics. In the preliminary experimentsmorethan50%
of desredwordswerecontinedin thetop 30 candi
datesreturred by the system.
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