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Abstract 

This paper proposed a character-tagging ap-
proach to do Chinese word segmentation and 
pos-tagging. Word-level features are used to 
overcome the known word detection prob-
lem of character-based method. Besides of 
that, an unsupervised unknown word learn-
ing method is applied to enlarge the lexicon 
for word-level feature detection. Experimen-
tal results based on Penn Chinese Treebank 
5.1 showed that using word-level features 
gave 3.23% and 5.01% improvements on F1 
for word segmentation and pos-tagging, re-
spectively. Moreover, by using the unsuper-
vised unknown word learning method to 
enlarge the lexicon, the F1 of word segmen-
tation and pos-tagging was increased by 
0.45% and 0.39% again. 

1 Introduction 

As one of the basic analysis tasks, word segmentation 
and pos-tagging are very crucial to natural language 
processing applications, especially for Asian lan-
guages such as Chinese and Japanese. Dealing with 
them together in character-level has been proved very 
useful regardless of its time costs (H.T.Ng and 
J.K.Low, 2004). But only using character information 
may bring difficulty to known word identification 
(T.Nakagawa, 2004).  

Adding features based on a large lexicon is a prom-
ising way to solve this problem (F.C.Peng et al., 
2004). But obtaining a large lexicon automatically is 
not easy for many applications. Some researchers 

tend to use unknown word learning to help create a 
large lexicon. For example, J.K.Low et al. (2005) 
learn unknown words from the segmentation result of 
other corpus to enlarge the lexicon. But they need 
gold-standard segmentation as criterion for unknown 
word detection, which restrict the type of corpus that 
can be used. 

In this paper, we proposed a character-tagging 
based approach to do word segmentation and pos-
tagging. It combines both character-level features and 
word-level features and works in three steps: 

Step 1: do word segmentation and pos-tagging on 
testing data with a small lexicon only from training 
data; 

Step 2: use an unsupervised unknown word learn-
ing method to learn unknown words from segmenta-
tion results without any gold-standard and add them 
into lexicon; 

Step 3: use the new lexicon to do word segmenta-
tion and pos-tagging on testing data again.  

We did experiments on Penn Chinese Treebank 5.1 
(N.Xue et al.,2002). Results show that using word-
level features gave improvements on F1 for both 
word segmentation and pos-tagging. Moreover, by 
using the unsupervised unknown word learning 
method to enlarge the lexicon, the F1 of word seg-
mentation and pos-tagging can be increased again. 

The rest of this paper is organized as follows. Sec-
tion 2 gives an introduction to our proposed approach. 
Section 3 introduces the unsupervised unknown word 
learning method. Experimental results and discus-
sions are described in Section 4. At last, Section 5 
gives a brief conclusion and future work. 

2 Word Segmentation and Pos-tagging by 
Character-tagging 



2.1 Task Definition 

The proposed approach looks word segmentation and 
pos-tagging as a tagging task and deals with them in 
character-level at the same time. The task is to find 
the tag sequence T* with the highest probability given 
a sequence of characters S=c1c2…cn. 
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Then we assume that the tagging of one character 
is independent of each other, and modify eq. 1 as 
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Four tags B, I, E, S are defined to get word bound-
ary, in which B means the character is the beginning 
of one word, I means the character is inside one word, 
E means the character is the end of one word and S 
means the character is one word by itself. Besides of 
that, 33 pos-tags according to the pos-tag definition in 
Penn Chinese Treebank 5.1 are defined. Then, we 
combine the tags of word boundary and pos-tag to-
gether, and get 4×33 tags finally.  

Beam search (n=3) (Ratnaparkhi, 1996) is applied 
for tag sequence searching. We only search the valid 
sequences to ensure the validity of searching result. 
SVM is selected as the basic classification model for 
tagging because of its robustness to over-fitting and 
high performance (Sebastiani, 2002). To simplify the 
calculation, the output of SVM is regarded as P(ti|ci). 

2.2 Character-level Feature 

In the proposed approach, we define two types of fea-
tures: character-level feature and word-level feature. 
The character-level features are listed in the follow-
ing: 

- Cn (n=-2,-1,0,1,2) 
- Pu(C0) 
Feature Cn mean the Chinese characters appearing 

in different positions (the current character and two 
characters to its left and right), and they are binary 
features. Feature Pu(C0) means whether C0 is in a 
punctuation character list. It is also binary feature and 
all the punctuations in the punctuation character list 
come from Penn Chinese Treebank 5.1. 

2.3 Word-level Features 

Only using character-level feature is good for un-
known word detection, but it also makes some mis-
takes when identifying the boundary for known words. 
So we add word-level features based on a lexicon to 
solve this problem. 

The word-level features are defined as: 
- Wn (n=-1,0,1) 
Feature Wn mean the lexicon words in different po-

sitions (the word containing C0 and one word to its 
left and right) and they are also binary features. Here 
we select all the possible words in the lexicon that 
satisfy the requirements, not like only selecting the 
longest one in (J.K.Low et al.,2005). For example, for 
a character sequence ‘球拍卖完了(racket was sold 
out)’, there are two groups of word-level features 
when we consider about character ‘拍’ as C0 (see Fig-
ure 1).  

 
Figure 1. Different word-level features for a character sequence 

3 Unsupervised Unknown Word Learning 

3.1 Learning Procedure 

In section 2, a lexicon from training data is used to 
identify word-level features. While, only using this 
lexicon cannot detect the unknown words in testing 
data. To help enlarge the lexicon, we proposed an 
unsupervised unknown word learning method. In this 
method, we first apply the character-tagging approach 
introduced in Section 2 to testing data. Then we ex-
tract those words that not only meet some predefined 
criteria but also do not appear in the existed lexicon 
as unknown words. Finally we add the extracted un-
known words into our lexicon.  

3.2 Criteria for Unknown Word Detection 

Because the segmentation result in the first iteration 
does not have 100% accuracy usually, we use the 
probability of one word being unknown word 
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)|( wUWP  as criterion to detect unknown words 
from the segmentation result. To calculate this prob-
ability, three feature functions are defined based on 
following assumptions. 

Assumption 1: we suppose that if one word is be-
tween two known words, it is like to be a correct 
segmented unknown word. Under this assumption, 
we define the known word distance kw_dis(w) of one 
word (eq. 3). Here known word means the word in 
the lexicon. 

rightleft disdis
wdiskw 11)(_ +=  (3) 

In eq.3, disleft means the distance between the first 
known word in the left side and word w, and disright 
means the distance between the first known word in 
the right side and word w. 

Assumption 2: we suppose that if one segmented 
word occurs many times, it is more like to be one cor-
rect unknown word. Then we define the word fre-
quency freq(w) (eq. 4), which means the occurrence 
times of word w compared with the occurrence times 
of character sequence nccc ...21 . 
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Assumption 3: we assume that even if two words 
have the same frequency (eq. 4), the word that occurs 
more in the text is believed more like a correct seg-
mentation. Under this assumption, we define the oc-
currence times of one word occu(w) (eq. 5), which 
means the total occurrence times of character se-
quence nccc ...21  as one word. 

)...()...( 2121 nn ccccountcccwoccu ==  (5) 
To calculate the probability )|( wUWP  by above 

feature functions, the value of each feature function 
should be between 0 and 1. Among the three defined 
functions, only freq(w) meets this requirement. So we 
first normalize other feature functions between 0 and 
1 by eq. 6 and eq. 7. Then we combine them with 
predefined weights to calculate )|( wUWP  (eq. 8). 
At last, we extract the word w with )|( wUWP > thre 
as unknown word and add them into the lexicon. 
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(where wi means the ith occurrence of word w) 
(6) 
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In our experiments, λi in eq. 8 are defined by hand 
as λ1 = 0.4, λ2 = 0.3 and λ3 = 0.3. The difference 
among the three weights is small, because we believe 
that testing data follows the same segmentation crite-
ria as the training data. The threshold for unknown 
word extraction is set as thre = 0.7. 

4 Experimental Results and Discussion 

4.1 Data Set and Experimental Setting 

We use Penn Chinese Treebank 5.1 as training and 
testing data. All the data are divided into two parts: 
90% for training and 10% for testing.  

Precision, recall, and F1 (eq. 9) are used as the ba-
sic evaluation metrics. In addition, Roov and Riv, 
which are the recall of Out-Of-Vocabulary-Word and 
the recall of In-Vocabulary-Word, are also used to 
evaluate the ability of known word and unknown 
word identification. 

recallprecision
recallprecisionF

+
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We selected SVMlight (Joachims, 1999) as the 
SVM classifier toolkit. Linear kernel is applied for its 
rapidness. 

Three models were tested in the experiment. ‘w/o 
word’ means doing word segmentation and pos-
tagging with only character-level features. ‘w/ word’ 
means using both character and word level features, 
but without unknown word learning. ‘w/ word  + 
UWL’ means using both character and word level fea-
tures and unknown word learning. 

4.2 Results 

Table 1 lists the recall of known word and unknown 
word detection. It shows that compared with ‘w/o 
word’ model, the ‘w/ word’ model got improvement 
on Riv by 6.16%, but Roov dropped by 9.94% at the 
same time. It is because using word-level features can 
help known word detection but decrease the ability of 
unknown word identification simultaneously. But 
Table 2 shows that even in such case, F1 of both 
word segmentation and pos-tagging in ‘w/ word’ 
model were improved by 3.23% and 5.01% respec-



tively, which proves the validity of using word-level 
features in character-tagging based approach. 

Table 1 Recall of known word and unknown word detection 

 Roov (%) Riv (%) 
w/o word 75.39 89.32 
w/ word 65.45 (-9.94) 95.48 (+6.16)

w/ word + UWL 67.20 (+1.75) 95.52 (+0.04)

Table 2 Results of word segmentation and pos-tagging 

Word Segmentation Pos-tagging 
 Pre. 

(%) 
Rec. 
(%)  

F1  
(%) 

Pre. 
(%) 

Rec. 
(%) 

F1  
(%) 

w/o 
word 90.86 90.68 90.77 83.18 83.03 83.11

w/ 
word 93.30 94.72 94.00 

(+3.23) 87.45 88.79 88.12 
(+5.01)

w/ 
word + 
UWL 

93.92 94.98 94.45 
(+0.45) 88.02 89.01 88.51 

(+0.39)

In addition, Table 1 shows that compared with ‘w/ 
word’ model, ‘w/ word  + UWL’ model got 1.75% 
and 0.04% increase on Roov and Riv. It is because the 
proposed unknown word learning method is helpful 
to balance known word detection and unknown word 
identification. For the same reason, the F1 of word 
segmentation and pos-tagging were improved by 
0.45% and 0.39% again in ‘w/ word  + UWL’ model 
(see Table 2), which shows the effectiveness of the 
proposed unsupervised unknown word learning 
method. 

4.3 Discussion 

 (H.T.Ng and J.K.Low, 2004) first applied character-
tagging to Chinese word segmentation and pos-
tagging. Because we use different testing data, it is 
difficult to compare the evaluation of our work with 
them. But analysis shows that our approach is differ-
ent from theirs in two ways: first, we enlarged the 
window size of word-level features and selected all 
the possible words in the lexicon; second, we applied 
an unsupervised unknown word learning method to 
learn unknown word from segmentation results.  

In our unknown word learning method, the weight 
setting of the feature functions is made by-hand cur-
rently. This empirical setting may not match the real 
data. We will consider about learning these weights in 
our future work. 

5 Conclusion and Future Work  

This paper brings forward a character-tagging based 
approach to do word segmentation and pos-tagging 
together. To solve the known word detection problem, 
word-level features are used. Besides of that, an un-
supervised unknown word learning method is pro-
posed to enlarge the lexicon, which is helpful to 
balance the known word and unknown word identifi-
cation. Experimental results proved that using word-
level features is helpful for both word segmentation 
and pos-tagging. In addition, the unsupervised un-
known words learning method also gives help for 
both known word and unknown word identification. 

While, there are still some works needed to do in 
the future, such as the learning of weight setting, the 
feature definition, and so on. 
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