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1 Introduction

In this research, we investigated the influence of do-
main differences on the pronoun resolution problem,
laying the foundations for solving the same task for
the biomedical domain.

Pronoun resolution is known as the task of determin-
ing the antecedent of an anaphoric pronoun, a pronoun
which points back to some previously mentioned item
in a text. For example, in this sentence, “The dog bites
Mary on her leg,” the possessive pronoun “her” should
be resolved to point back to the person “Mary,”, but
not to “the dog.”

For other domains, especially the news wire domain,
many works on pronoun resolution have been carried
out by the researchers in the NLP field [5][6]. Nonethe-
less, there are still not many works for the bio-domain
[2][4]. In order to recognize the important factors in
building an efficient pronoun resolution system, in par-
ticular for the bio-domain, we have built a machine-
learning based pronoun resolver and observed the con-
tributions of different features in the pronoun resolu-
tion process.

In our experiments for the news wire domain, we
used the MUC-7 and ACE corpora, and for the
biomedical domain, we employed the GENIA co-
reference corpus, containing 1999 MEDLINE abstracts
annotated with co-reference information.

Section 2 briefly introduces the ranker-based pro-
noun resolution model, and the primitive features used
in our resolver. In section 3, we present our experiment
settings, the evaluation scheme, and our experimental
results. Finally, we conclude our paper in section 4.

2 Approach

2.1 Pronoun resolution model

We built a machine learning based pronoun resolu-
tion engine using a Maximum Entropy ranker model
in a similar way to Denis and Baldridge [3]. For ev-
ery anaphoric pronoun 7, the ranker selects the most
likely antecedent candidate « from a set of k candidate
markables.

P, (aj|m) = exp (Do Aifi(m, o))

Cexp (i Aifi(m, o)) (1)

We constructed the training examples in the follow-
ing way: for each gold anaphora link in the training
corpus, we create a positive instance, and the negative
training instances are created by pairing the pronoun
with all of the other markables which appear in a win-
dow of w preceding sentences. In all the experiments
on ACE and MUC, we set w to 10 sentences, while for
GENIA, w is set to 5. This setting is based on our cor-
pus analysis showing that many of the gold antecedents
in the bio-domain texts are at most 3 sentences from
their anaphors. In the resolution phase, the same style
of collecting instances was also applied.

2.2 Features

Table 1 shows the primitive features used in our sys-
tem, which are grouped into feature groups according
to their common information. Note that the actual fea-
tures used by the ranker are distance features (sdist,
and t¢dist) and the combinations of these primitive fea-
tures, not only the primitive features themselves.

The last column of this table shows an example
of the feature characterization for the anaphora link
PMA-its in this discourse: “By comparison, PMA is
a very inefficient inducer of the jun gene family in Ju-
rkat cells. Similar to its effect on the induction of AP1
by okadaic acid, PMA inhibits the induction of c-jun
mRNA by okadaic acid.”

Each primitive feature is from a layer of text anal-
ysis (see Layer), which can be morphological (mor.),
syntactic (syn.), semantic (sem.), or discourse (disc.).
The second column represents the feature sets that are
used in our experiments.

The feature set includes the combination features of
the primitive features.

- 400 -



Table 1: Features used in the pronoun resolver

Layer | Feature set Group Primitive Feature | Explanation Example
. P_type pronoun type possessive p.
fundamental | mention type C,t};pe candidateymention type proper name
sdist CP _sdis distance in sentence 1
tdist CP_tdis normalized distance in token | 17
numb P_numb number of p singular
C_numb number of ¢ unknown
mor. P _pers person of p third person
pers .
baseline C_pers person of ¢ third person
gend P_gend gender of p neutral
C_gend gender of ¢ neutral
P_pfam family of p it
pfam C_pfam family of ¢ null
string P_word pronoun string its
C_head candidate head string PMA
P_Ipos POS of the left word of p TO
P_rpos POS of the right word of p NN
syn. pos C_pos POS of the left word of ¢ COMMA
C_rpos POS of the right word of ¢ VBZ (is)
e P _par argument role of p null
additional patg C,pari ariument role of ¢ argl
sem. netype C_netype entity type of ¢ null
mor. last3c C_last3c the last 3 characters of ¢ pma
syn. P_semw see Section 3.4 effect
disc. comb C_lstnp first NP or not false

3 Experiments

3.1 Experiment settings and evaluation
method

For each corpus, we trained our resolver on the training
set, and then applied it to the development test set.
In the case with the ACE corpus, we only used the
train part of the BNEWS data set for training, and
applied on the corresponding devtest data set. For the
GENIA corpus, we randomly split it into 2 parts: the
train and the heldout data sets, which contain 1599
and 400 abstracts, respectively. For the MUC corpus,
we used the dryrun part for training, and the formal
part for testing.

All of the experimental results in this paper are re-
ported in success rate [5], calculated using the follow-
ing formula.

Number of successfully resolved anaphors

S te =
uccess rate Number of all anaphors

(2)

The input of our resolver are the gold mentions an-
notated in the corpora. The output anaphora links of
a pronoun resolution system are evaluated following
two criteria. In criterion 1, the response antecedent of
an anaphoric pronoun is considered correct only when
it matches the antecedent in the gold anaphora link
of that pronoun. Criterion 2 is a bit looser when the
response antecedent just needs to match one of the an-
tecedents of a pronoun in its coreference chain. This

criterion has been used by most of the previous works,
including Denis and Baldridge’s system [3].

3.2 Baseline resolver

In this experiment, we use the feature set presented
in the section 2.2. One of the reasons why we chose
this feature set for the baseline system, is that they
are basic features that have been used by almost all of
the previous reference resolution systems. Moreover,
we wanted to see how these features contribute to the
resolution process for different corpora, presented in
the next section.

Our baseline system achieved a 71.41% success rate
on the BNEWS data set (Table 2), which is compa-
rable to the results of Denis and Baldridge’s system
(72.9%). Moreover, we can see that the differences
caused by the two criteria are not the same for ev-
ery data set. For the news wire domain data sets, the
differences vary from 4.17% (MUC) to 6.8% (ACE),
which is high in comparison to that of GENIA, which
is less than 2 percent. This can be explained by the
fact that pronouns in news wire domain texts are used
more repeatedly than those in bio-medical texts. Be-
cause bio-entities are neutral-gender mentions, and are
referred by the neutral gender and third person pro-
nouns, the repeated use of pronouns may increase the
ambiguity of the text, confusing the readers.
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Table 2: Baseline system evalutation

GENIA | ACE | MUC
Criterion 1 (C1) | 70.31 64.61 | 57.08
Criterion 2 (C2) | 71.43 71.41 | 61.25
Difference +1.12 +6.8 | +4.17

3.3 Contributions of the features in the
baseline resolver

In order to observe the effects of the features in the
baseline pronoun resolver, we omitted each feature
group from the whole feature set, retrained our res-
olution models with the new feature set, and applied
them to the 3 data sets: GENIA, BNEWS, and MUC-
7. Pronoun type and mention type are the most sig-
nificant features, and thus, are not omitted in this ex-
periment.

Table 3 shows the experimental results: the first col-
umn is the feature group name, and the following 3
columns show the resolution accuracy of the 3 cor-
pora. The figures in the parentheses show the degra-
dation when we exclude the corresponding group from
the baseline feature set. Our data analysis show some
noticeable issues:

Number features (numb) :

The number-combination features are the most sig-
nificant features in bio-texts while they are not so ef-
fective on ACE, and even perform negatively on MUC.
One of the reasons behind this is that in the bio-texts,
all of the anaphoric pronouns have deterministic num-
ber; i.e., either singular or plural, while the news wire
texts contain first- and second-person pronouns whose
numbers are unspecified. Another reason emerges from
the non-pronominal types of mentions, which play a
role as antecedents. The number property of these
mentions is characterized in the markable detection
phase based on the part-of-speech tag, the head noun,
and the phrase structure of those mentions. In par-
ticilar, the MUC corpus contains many coordinated-
structured mentions, which are difficult for markable
characterization.

Person features and pronoun family (pers and
pfam) :

The absence of the pers features caused the biggest
loss for the resolution success rate on the ACE corpus,
because the coreference chains in this corpus contain a
lot of pronouns, and it is easier for the pronoun resolver
to determine pronominal antecedent than to determine
a non-pronominal one. The same phenomenon can be
observed with pfam features. The bio-text only con-
tains third-person anaphoric pronouns, so the person
features do not have any profits.

Distance features (sdist and tdist) :

Our baseline resolver again confirmed that sentence
distance is an indispensable feature in pronoun resolu-

Table 3: Feature contributions in the baseline system
(evaluation criteria 1)

GENIA ACE MUC
sdist | 67.23(—3.08) | 63.51(—1.10) | 51.67(—5.41)
tdist 70.03( 0.28) | 59.56(—5.05) | 57.08(+0.00)
string | 68.07(—2.24) | 61.93(—2.68) | 55.83(—1.25)
numb | 65.83(—4.48) | 61.77(—2.84) | 58.33(+1.25)
pers | 70.31(+0.00) | 57.19(—7.42) | 55.42(—1.66)
gend | 69.75(—0.56) | 64.45(—0.16) | 56.67(—0.41)
pfam | 71.15(+0.84) | 63.51(—1.10) | 57.92(+0.84)

tion. However, the token-based distance did not show
any improvements on the MUC corpus. Analyzing the
MUC anaphora links, we found that these tdist fea-
tures resulted in 10 correct anaphora links, but also
mis-recognized 10 antecedents. We should thus use
the distance-based features with care.

3.4 Contributions of additional features to
the baseline feature set

In addition to the baseline feature set, we enhanced our
resolver with more features. Among them, there are
two noticeable features: the grammatical role of pro-
nouns or antecedent candidates, and the named entity
type of the candidates. The other feature groups are
used in Denis and Baldridge’s system, which we also
want to test in our system.

Table 4 shows the resolution results and the increase
when adding the corresponding feature group. With
the exception of the last3c features, the others signif-
icantly improved the resolution success rate on bio-
texts, although they did not have clear contributions
to the news wire domain data sets. The following is
our analysis of how to see the way that these features
can contribute to the pronoun resolution process.

Semantic features (netype)

The first feature we would like to observe is the com-
bination of C_netype and P_semw features, which con-
tributed to the increase by 3.64 points. We further
conducted a small test by excluding this combination
from the netype feature group, but the success rate
remained unchanged from the baseline result. This
signifies that this combination contributed the most
to the above increase.

The combination of C_netype and P_semw features
exploits the co-ocurrence of the semantic type of the
candidate antecedent and the context word, which ap-
pears in some relationship with the pronoun. This
combination feature uses the information similar to the
semantic compatibility features proposed by Yang [8]
and Bergsma [1]. Depending on the pronoun type,
the feature extractor decides which relationship is
used. For example, the resolver successfully recognizes
the antecedent of the pronoun idts in this discourse:
“HSF3 is constitutively expressed in the erythroblast
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Table 4: Additional features and their contributions
(evaluation criteria 1)

GENIA ACE MUC
pos 75.63(+5.32) | 62.88(—1.73) | 57.50(+0.42)
parg | 73.67(+3.36) | 63.82(—0.79) | 58.75(+1.67)
netype | 73.95(+3.64) | 64.30(—0.31) | 58.33(+1.25)
last3c | 67.51(—2.80) | 62.09(—2.52) | 56.67(—0.41)
comb | 72.83(+2.52) | 63.82(—0.79) | 56.25(—0.83)

cell line HDG , the lymphoblast cell line MSB , and
embryo fibroblasts , and yet 1ts DNA-binding activ-
ity is induced only upon exposure of HD6 cells to heat
shock ,” because HSF3 was detected as a Protein en-
tity, which has a strong association with the governing
head noun activity of the pronoun.

Another example is the correct anaphora link, it-the
viral protein in the following sentence, which the other
features failed to detect. “Taz , the viral protein ,
is thought to be crucial in the development of the dis-
ease , since it transforms healthy T cells in vitro and
induces tumors in transgenic animals.” The correct
antecedent was recognized due to the bias given to the
association of the Protein entity type, and the govern-
ing verb, “transform” of the pronoun. The experimen-
tal results show the contribution of domain knowledge
to the pronoun resolution, and the potential combina-
tion use of such knowledge with the syntactic features.

Parse features (parg)

The combinations of the primitive features of gram-
matical roles significantly improved the performance
of our resolver. The following are examples that show
the correct anaphora links resulting from using these
parse features:

e “By comparison, PMA 1is a very inefficient in-
ducer of the jun gene family in Jurkat cells. Simi-
lar to its effect on the induction of AP1 by okadaic
acid, PMA inhibits the induction of c-jun mRNA
by okadaic acid.”

In this example, the possessive pronoun “its” in the
second sentence corefers to “PMA”, the subject of the
preceding sentence.

Among the combination features in this group, one
noticeable feature is that of C_parg, Sdist, and P_type
which contains the association of the grammatical role
of the candidate, the sentence-based distance, and the
pronoun type. The idea of adding this combination
is based on the Centering theory [7], a theory of dis-
course successfully used in pronoun resolution. This
simple feature shows the potential of encoding center-
ing theory in the machine learning features, based on
the parse information.

We found that the pos group also has the effects
similar to parse features.

Table 5: Feature integration

GENIA (%)

ACE (%)

MUC (%)

C1

79.55 (+9.52)

64.61 (+0.00)

60.42 (+5.00)

C2

80.95 (19.24)

71.41 (40.00)

66.25 (13.34)

Feature integration

Finally, we integrated all of the positive feature
groups for each data set in the above experiments, and
tested this new feature set. The results are shown in
Table 5. As we can see in the table, the performance
of the resolver on GENIA increased up to 80.95 %, and
66.25 % on the MUC-7 data set.

4 Conclusion and future work

Our experiments showed that the contributions of the
popular basic features to each domain were not the
same. Additionally, the combinations of semantic fea-
tures and syntactic features proved to be useful in the
disambiguation of antecedent candidates for the bio-
domain. This study thus contributes to the design of
a better solution to the pronoun resolution problem,
as well as to the co-reference task for a new domain,
like the bio-domain.
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