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Abstract

One of the main causes of errors in statistical machine
translation are the erroneous phrase pairs that can find
their way into the phrase table. These phrases are the re-
sult of poor word-to-word alignments during the training
of the translation model. These word alignment errors in
turn cause errors during the phrase extraction phase, and
these erroneous bilingual phrase pairs are then used dur-
ing the decoding process and appear in the output of the
machine translation system. This paper presents a tech-
nique in which preliminary machine translation systems
are built with the sole purpose of indicating those sen-
tence pairs in the training corpus that the systems are able
to generate using their models, the hypothesis being that
these sentence pairs are likely to make good training data
for an SMT system of the same type. These sentences are
then used to bootstrap a second SMT system, and those
sentences identified as good training data are given addi-
tional weight during the training process for building the
translation models. Using this technique we were able to
improve the performance of a Japanese-to-English SMT
system by 1.2-1.5 BLEU points on unseen evaluation data.

1. Introduction

The phrase-based statistical machine translation train-
ing process by its very nature relies on the assumption that
the tokens comprising source and target sentences can be
first aligned in both a one-to-many and many-to-one fash-
ion [1], and then pairs of contiguous sequences of tokens
from both source and target can be extracted using heuris-
tics resulting in a table of source-target bilingual phrase
pairs [11]. These phrase pairs are then used as the building
blocks from which to derive the translation of the source
sentence during the decoding process. When corpora con-
tain sentence pairs that are poor translations of each other,
non-literal translations (at the sentence level) or even erro-
neous entries that are not translations, the alignment com-
ponent of the SMT training process can fail leading to the
extraction of incorrect phrase pairs. The erroneous phrase

pairs that are extracted can have a detrimental impact on
machine translation quality, since they may be used to in-
correctly translate word sequences in the source sentence.
Previous approaches have relied on the relative frequen-
cies of occurrence of these phrase pairs to either filter the
phrase table, or decrease their importance in the decod-
ing through the introduction of a new feature into the log-
linear model [12]. In our approach we grade the quality
of our training data using an SMT system. We train mod-
els and grade the training data according to whether or not
we can generate the target word sequence from the source
word sequence using the statistical models. If we can gen-
erate target from source we will denote the data as decod-
able, otherwise we denote it undecodable. Our hypothesis
is that the decodable data more desirable because it will be
easier to align automatically, and should therefore play a
more important part in the word-alignment process. Giv-
ing this data a higher weight during training should lead
to a better overall word alignment, more reliable phrases,
and should cause phrases from this data to be preferred in
the decoding process over competing less reliable phrases
from the undecodable part of the training corpus since
they will receive a greater translation probability.

2. Related Work

Recently research on identifying and utilizing bilingual
phrase pairs that are used during the decoding of unseen
data has become popular. In [17] data from the n-best
lists of decoded monolingual source-language data are re-
introduced as additional training data into the system af-
ter a process of re-scoring. In [4] a method of grading
bilingual phrase pairs in accordance with statistics based
on their usage is presented. First a phrase-table is built
from the training data in the usual manner, then the train-
ing data are decoded using the models and statistics col-
lected on how frequently the phrase pairs were used in the
decoding of the training data. Statistics measuring how of-
ten phrase pairs were considered during the decoding pro-
cess, and also how often they appeared in the best trans-
lation hypothesis were combined into a single score. The
phrase table is then filtered in accordance with this score.
Our approach differs in that we decode with stronger con-
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straints. The approach used in [4] requires that the bilin-
gual phrase-pairs fit the source, the target being generated
freely, whereas in our approach the phrase-pairs are con-
strained to match both source and target. In [6] unreliable
phrase pairs are filtered from the phrase table using a pro-
cess of statistical significance testing. Our approach is re-
lated, but instead of filtering unreliable phrase pairs from
the model, we bias the training process towards data which
contains these reliable phrase pairs. The effect of this is
two-fold: firstly the data used in the word alignment pro-
cess will contain a larger proportion of data which should
be easier to align, and one would expect this to lead to bet-
ter alignments overall; secondly, phrase pairs arising from
the decodable data will have a higher relative frequency
(relative to the phrase pairs arising from the undecodable
data) that will be used to assign translation probabilities to
them.

3. Methodology

The overall system architecture of our technique is
shown in Figure 1. The process can be divided into two
parts:

1. Classifying the training data into decodable and un-
decodable bilingual sentence pairs

2. Training a translation model for a new SMT system
by weighting the decodable and undecodable por-
tions of the training set

The data that is split into decodable and undecodable
parts is used only in training the translation model compo-
nent of the final phrase-based SMT system. The language
model gains nothing from grading the data in this way and
is built in the usual manner from the target sentences of
the training data (and optionally from larger amounts of
additional external corpora).

3.1. Grading the Training Data

In order to classify the data into “decodable” or “un-
decodable” classes, a phrase-based SMT decoder [11] [9]
was employed.

If the source sentence is unable to be covered by
phrases from the phrase table, or if the source sentence
is able to be covered, but the target is unable to be gen-
erated from the target-side phrases corresponding to the
source phrases used to cover the source sentence, then the
sentence is deemed “undecodable”.

The grading process operates on the hypothesis that if a
target word sequence can be generated from a source word
sequence by an SMT system, then the word sequences are
likely to be good translations of each other. By good here
it is meant that the sentence pairs are not only translations
but also translations that can be performed by means of the
same mechanism by which the phrase-based translation
system operates.

3.2. Jackknifing

We used a jackknifing procedure to ensure that the
training data were decoded as unseen data by the SMT
systems used to grade the data. If the SMT system had
been applied to its own training data, erroneous phrases
that were extracted during the training process would be
used to successfully decode the sentences they were de-
rived from. We chose to do 10-fold jackknifing in our
experiments. Every sentence in the training set was de-
coded in the jackknifing process, thus it was possible to
identify those sentences (unseen) that could be generated
by an SMT system trained on similar data.

3.3. Weighting

Once we have partitioned the training data sets of
“decodable” and “undecodable” sentence pairs, we need
some way of biassing the training process of the trans-
lation models towards the “decodable” data. We do this
simply by adding two copies of the decodable data to
the training set. In this way the alignment of the decod-
able data will contribute more during the word alignment
phase and moreover, the translation probabilities of bilin-
gual phrase pairs derived from this data will be higher.
The weighting was only used during the training of the
translation models, and therefore only affected the pro-
cesses of word alignment, and subsequent phrase-table
construction. The language model from the baseline sys-
tem (which was built from unweighted data) was used in
the final SMT system.

4. Experiments
4.1. Experimental Data

We used all of the first ATR Basic Travel Expression
Corpus (BTEC1) [8] for these experiments. This corpus
contains the kind of expressions that one might expect to
find in a phrase-book for travelers. The corpus is simi-
lar in character to the IWSLTO06 Evaluation Campaign on
Spoken Language Translation [16] J-E open track.

The sentences are relatively short (an average of 6 or 7
tokens) with a simple structure and a fairly narrow range
of vocabulary due to the limited domain. We used only
the Japanese and English portion of the corpus, and all the
systems built for the experiments were translating from
Japanese (the source language) into English (the target
language).

The corpus consisted of 157317 sentence pairs with
approximately 1 million English tokens 1.15 million to-
kens in Japanese. The default BTEC tokenization scheme
was used. The experiments were conducted on data that
contained no case information, and also no punctuation
(this was an arbitrary decision that we believe had no im-
pact on the results). The evaluation corpus consisted of
510 sentences drawn from the same sample as the training
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Figure 1. The overall system architecture

data. There were 16 reference sentences for each evalua-
tion sentence. The evaluation corpus used was identical to
that used as the IWSLTOS evaluation set [3].

4.2. Translation System

We used a variant of the NICT-ATR CleopATRa de-
coder in our experiments. The decoder was modified in
order to be able to decode with respect to a supplied target
word sequence. The decoder is a standard phrase-based
machine translation decoder that operates according to the
same principles as the publicly available PHARAOH [9]
and MOSES [10] SMT decoders. In these experiments 5-
gram language models built with Witten-Bell smoothing
were used along with a lexicalized distortion model. The
system was trained in a standard manner, using a mini-
mum error-rate training (MERT) procedure [13] with re-
spect to the BLEU score [15] on held-out development
data to optimize the decoding parameters. The decodable
training data was given a greater weight in the training
process by using two copies of the data during training.
Word alignment was done using the tools provided in the
GIZA++ SMT toolkit [14].

5. Results and Discussion

The results of the evaluation of our proposed technique
are shown in Table 1. In an attempt to reduce variance
in our results, we conducted experiments both with and
without MERT, and found similar gains in performance
under both conditions. The baseline system consisted of
an SMT system trained on all of the training data. The
proposed system, consisted of the system trained on ex-
actly the same data, but with two copies of the decodable
data in the training set. Making two copies of the data

corresponds to the “High weight” in Figure 1. The decod-
able data was determined using the jackknifing process
described in Section 3.2. A language model for the final
system was built using all of the target side of the training
corpus. The baseline system achieved a BLEU score of
0.620 before MERT optimization, and 0.645 after MERT.
The proposed system had a BLEU score of 0.632 before
MERT and 0.660 after MERT. The gains before the MERT
optimization process are the most telling since they do not
include any variance due to differences in success of the
MERT search process.

| System [ BLEU (no MERT) | BLEU (with MERT) |

Baseline 0.620 0.645
Proposed 0.632 0.660
] Gain \ 0.012 \ 0.015 \

Table 1. Results

6. Conclusion

The results from our experiments are encouraging. We
were able to show significant gains in performance in
the Japanese-to-English translation task. This data is the
cleanest and most worked over data in the BTEC1 col-
lection, and as such represents very difficult data for our
technique to show an improvement on. Nonetheless our
approach improved over a baseline system trained in a
standard fashion by over 1 BLEU point in all our experi-
ments. In future experiments we would like to apply the
technique to other language pairs, especially those with
less mature corpora. We are hopeful that this technique
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will be even more effective on these corpora since incor-
rect translations and other noisy data will fall into the un-
decodable category and its contribution to the models will
be diminished. We feel that the means of weighting the
decodable data during the training of the final translation
model could be developed further. Instead of weighting
the data by means of data duplication, it would be prefer-
able to introduce a soft weight directly into the EM al-
gorithm used to perform the word-level alignment. This
weight could be set by means of the same minimum er-
ror rate criterium used to set the model weights during the
training process [13].
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