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Abstract

This paper presents a method that can improve the
translation quality of a phrase-based statistical machine
translation system without the need for additional train-
ing data. The technique exploits the asymmetry of the
phrase-table generation process during training. In our
experiments we use the GIZA++ toolkit for alignment, and
the phrase extraction utilities that are provided with the
MOSES decoder. These tools are commonly used in the
field, and serve as the benchmark by which other tech-
niques are measured. Our experiments show that if the
corpus’s word order (both source and target) is reversed
during the word alignment/phrase extraction phase of the
training, the resulting phrase table is significantly differ-
ent to that generated from the un-reordered corpus. Typi-
cally only about 30-60% of the phrase-pairs are shared
between the forward- and reverse-generated phrase ta-
bles. Our approach attempts to exploit this asymmetry
by integrating these phrase-tables into a single larger ta-
ble, and use this integrated phrase table for decoding.
The phrase-table integration is done by linearly interpo-
lation. The benefits of this approach are two-fold. Firstly,
the larger number of phrases present in the integrated
phrase-table allows for greater coverage of the test data.
Secondly, phrases that occur in both tables receive con-
tributions to their probability mass from both entries in
the tables during the interpolation process. This effec-
tively boosts the probability of the more reliable phrases
that occur in both tables relative to less reliable phrases
that occur in only one of the tables. To evaluate our ap-
proach we ran a total of 272 experiments on all language-
pairings from a set of 17 languages, and evaluated using a
set of seven machine translation evaluation metrics. Our
training data consisted of approximately 160,000 sentence
pairs from the ATR BTEC1 corpus. The test set was 5000
single-reference sentences drawn from the same sample.
We show consistent gains in over 95% of our experiments,
over baseline systems trained in the usual manner on un-
reversed training data.

1. Introduction

Phrase-based statistical machine translation systems
(SMT) currently pervade the field of machine translation
research. These systems are simple in operation relative to
other techniques, and offer state-of-the-art performance.

During the translation process the source sentence is
implicitly segmented by the decoder, and the source word
sequences arising from the segmentation are translated us-
ing bilingual word sequences called phrase-pairs. These
phrase-pairs are extracted automatically from the corpus
during training and are stored in a table, called the phrase-
table. Since these phrase-pairs are used as the building
blocks of the translation system, their reliability and also
their number and variety are key in determining the quality
of a phrase-based statistical machine translation system.
Errors in the alignment process can give rise to erroneous
phrase-pairs in the phrase table, or cause some genuinely
useful phrase-pairs occurring in the bilingual training data
to be missed by the extraction process.

The de facto standard process for phrase-table con-
struction from a bilingual corpus is to use the GIZA++
toolkit, in combination with utilities provided with the
MOSES machine translation decoder. This technique is
commonly used in the field, and provides the benchmark
by which other competing techniques are measured. The
construction of the phrase-table in this manner involves
two steps. In the first step the bilingual sentence pairs are
word-aligned in a ’one-to-many’ fashion. This alignment
is carried out using the IBM Model 4 [2]. This model
includes the notion of a CEPT, the sequence of ’many’
words, generated according to the model from the ’one’
word. The model causes words in the CEPT to be gener-
ated in a sequence from left-to-right, and thus the align-
ment process is not symmetrical in the sense that if the
order of the word sequences in the data are reversed then
the alignment obtained will not necessarily be the same
for forward and reversed data. In the second step, both
alignments are combined and a set of heuristics are used to
extract a set of phrase-pairs consistent with the alignment.
Note that in the traditional approach, an attempt is made
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to symmetrize the process with respect to the order of the
languages (source and target). Our approach attempts to
symmetrize with respect to the word order.

2 Experiments

2.1 Methodology

2.1.1 Phrase-table Generation

Our approach involves running the word alignment and
phrase extraction components of the machine translation
system training scheme twice. The first run is the same as
in the normal training process. The second run uses the
same procedure with one difference; the source and target
word order of the sentences in the corpus is reversed. Each
of these processes gives rise to a different phrase table (see
Section 3.1 for details).

2.1.2 Phrase-table Interpolation

The two phrase-tables produced by the above process are
combined by linear interpolation of their model probabili-
ties, into a single integrated phrase table file which is then
used in the normal way by the decoder.

2.1.3 Decoding

The decoder used is a standard phrase-based machine
translation decoder that operates according to the same
principles as the publicly available PHARAOH [6] and
MOSES [7] SMT decoders. In these experiments 5-gram
language models built with Witten-Bell smoothing were
used along with a lexicalized distortion model. The sys-
tem was trained in a standard manner, using a minimum
error-rate training (MERT) procedure [8] with respect to
the BLEU score [9] on held-out development data to opti-
mize the log-linear model weights.

2.1.4 Experimental Data

The experiments were conducted on all possible pairings
among 17 languages, giving rise to a total of 272 experi-
ments. A key to the acronyms used for languages together
with information about their respective characteristics is
given in Table 1.

We used all of the first ATR Basic Travel Expression
Corpus (BTEC1) [5] for these experiments. This corpus
contains the kind of expressions that one might expect to
find in a phrase-book for travelers. The corpus is simi-
lar in character to the IWSLT06 Evaluation Campaign on
Spoken Language Translation [10] J-E open track. The
sentences are relatively short (see Table 1) with a simple
structure and a fairly narrow range of vocabulary due to
the limited domain.

The experiments were conducted on data that con-
tained no case information, and also no punctuation (this

was an arbitrary decision that we believe had no impact
on the results).

We used a 1000 sentence development corpus for all
experiments, and the corpus used for evaluation consisted
of 5000 sentences with a single reference for each sen-
tence. The evaluation set was deliberately large to mini-
mize the variance in the results.

3 Results

3.1 Asymmetry

Our method relies on the fact that the word order of
the sentences being processed influences the phrases ex-
tracted from the corpus. We measured the degree to which
the phrase tables differ by calculating the percentage of all
phrases extracted that are shared by both of the systems.
These figures are given in Table 2. The table clearly shows
that the phrase-table overlap is dependent on the language
pair. In our experimental set, the lowest overlap is only
25% for Arabic-Japanese. The highest overlap being 95%
for Malaysian Malay and Indonesian Malay. Languages in
the table appear have a high overlap with languages that
have a similar word order. Japanese and Korean, for ex-
ample, have a low amount of phrase-table overlap with all
languages, with the exception of each other. Japanese and
Korean have a similar grammatical structure, but are also
relatively free with their word order. This may create dif-
ferences in the relative sentence positions of correspond-
ing source and target words with other languages, which
in turn amplifies the asymmetry in the phrase generation
process to yield quite different phrase-tables. Indonesian
and Malaysian in contrast have almost identical word or-
der, and give virtually identical phrase tables.

It is clear from Table 2 in most cases the phrase-tables
generated are significantly different.

3.2 System Evaluation

The results presented in this paper are given in terms of
the BLEU score [9]. This metric measures the geometric
mean of n-gram precision of n-grams drawn from the out-
put translation and a set of reference translations for that
translation.

There are large number of proposed methods for carry-
ing out machine translation evaluation. Methods differ in
their focus of characteristics of the translation (for exam-
ple fluency or adequacy), and moreover anomalous results
can occur if a single metric is relied on. Therefore, we also
carried out evaluations using the NIST [3], METEOR [1],
WER [4], PER [12] and TER [11] machine translation
evaluation techniques. However, the results were simi-
lar in character no matter which technique was chosen for
evaluation. BLEU was chosen, as it is most commonly
used in the field.
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Abbreviation Language #Words Avg. sent length Vocabulary Order
ar Arabic 806853 5.16 47093 SVO
da Danish 806853 5.16 47093 SVO
de German 907354 5.80 23443 SVO
en English 970252 6.21 12900 SVO
es Spanish 881709 5.64 18128 SVO
fr French 983402 6.29 17311 SVO
id Indonesian (Malay) 865572 5.54 15527 SVO
it Italian 865572 5.54 15527 SVO
ja Japanese 1149065 7.35 15405 SOV
ko Korean 1091874 6.98 17015 SOV
ms Malaysian (Malay) 873959 5.59 16182 SVO
nl Dutch 927861 5.94 19775 SVO
pt Portuguese 881428 5.64 18217 SVO
ru Russian 781848 5.00 32199 SVO
th Thai 1211690 7.75 6921 SVO
vi Vietnamese 1223341 7.83 8055 SVO
zh Chinese 873375 5.59 14854 SVO

Table 1. Key to the languages, corpus statistics and word order. SVO denotes a language that
predominantly has subject-verb-object order, and SOV denotes a language that predominantly
has subject-object-verb order

4. Conclusion

The average improvement over all the experiments was
0.38 BLEU percentage points. This improvement is con-
sistent across languages, and in 95% of our experiments
we were able to show an improvement over the baseline
system. Furthermore, this technique is simple to imple-
ment and adds only a small amount of time to the training
process and requires no additional data or resources to be
used.
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ar da de en es fr id it ja ko ms nl pt ru th vi zh
ar - 45.4 43.2 56.6 50.7 42.2 50.3 48.5 25.7 30.2 50.5 43.8 48.7 44.5 40.5 39.6 34.2
da 45.4 - 67.5 79.0 60.5 55.5 56.6 58.8 27.2 29.7 57.3 69.4 59.4 54.5 45.1 51.2 34.9
de 42.9 67.4 - 76.2 59.1 53.8 53.2 56.6 28.2 29.0 53.5 75.5 57.2 54.3 40.9 47.1 34.2
en 56.6 79.0 76.2 - 72.7 65.7 63.9 69.9 30.9 33.8 63.7 78.7 73.0 60.4 51.7 58.4 37.7
es 50.6 60.5 59.2 72.8 - 60.3 53.7 72.2 29.8 31.2 53.9 62.1 76.1 52.9 42.9 47.1 35.8
fr 42.1 55.5 53.7 65.8 60.3 - 51.6 62.8 27.1 29.4 50.7 57.9 59.1 48.6 40.6 44.1 34.3
id 50.2 56.5 53.1 63.9 53.7 51.6 - 51.8 33.8 38.5 95.7 54.2 52.6 55.4 57.6 59.4 45.0
it 48.2 58.7 56.5 69.9 72.1 62.7 51.9 - 28.2 29.5 52.3 58.9 72.1 50.4 40.5 44.6 34.7
ja 25.5 27.3 27.9 31.3 29.6 27.2 34.0 28.3 - 71.0 32.8 27.6 29.6 27.1 26.8 27.5 38.7
ko 29.8 29.3 28.7 33.7 31.0 29.3 38.0 29.2 71.0 - 37.4 28.8 30.0 29.8 28.8 29.3 40.9
ms 50.4 57.1 53.4 63.7 53.8 50.6 95.7 52.2 32.6 37.7 - 54.5 53.2 55.5 56.7 60.0 44.6
nl 43.9 69.5 75.6 78.7 62.0 58.0 54.3 59.0 27.5 29.3 54.6 - 59.5 54.0 42.7 49.2 34.7
pt 48.6 59.4 57.2 73.0 76.1 59.0 52.7 72.1 29.6 30.2 53.3 59.4 - 52.3 43.3 46.8 35.8
ru 44.6 54.5 54.3 60.3 52.8 48.6 55.4 50.5 27.7 30.4 55.5 54.0 52.5 - 45.3 45.1 36.0
th 40.2 44.7 40.7 51.4 42.5 40.4 57.4 40.2 26.4 28.7 56.6 42.3 43.0 45.1 - 51.1 36.4
vi 39.1 50.8 46.7 58.2 46.7 43.6 59.2 44.2 26.8 29.1 59.9 48.8 46.3 44.5 51.1 - 38.3
zh 34.4 34.8 34.4 37.8 35.8 34.6 45.0 34.6 39.0 41.3 44.8 34.8 35.7 35.8 36.7 38.8 -

Table 2. Overlap in the phrase tables. The figures in the tables represent the percentages of all of
the phrases from both of the phrase tables that occur in both tables.

ar da de en es fr id it ja ko ms nl pt ru th vi zh
ar - 0.16 0.36 0.57 0.43 0.57 0.22 0.05 0.16 0.75 0.24 0.56 0.41 0.18 1.00 0.97 0.51
da 0.27 - 0.18 0.09 0.13 0.10 0.19 0.24 0.94 0.64 0.26 0.18 0.46 0.23 0.59 0.56 0.36
de 0.46 0.10 - 0.23 0.50 0.35 0.42 0.05 0.72 0.25 0.64 0.25 0.28 0.28 0.58 0.50 0.73
en 0.43 0.09 0.06 - 0.10 0.04 0.39 0.29 0.87 0.51 0.37 0.11 0.07 0.22 0.68 0.16 0.45
es 0.52 0.36 0.53 0.02 - 0.19 0.01 0.05 0.49 0.41 0.41 0.28 0.01 0.35 0.69 0.75 0.51
fr 0.69 0.13 0.28 0.24 0.15 - 0.38 0.11 0.89 0.21 0.09 0.28 0.36 0.53 0.41 0.43 0.22
id 0.26 0.13 0.31 0.63 0.38 0.56 - 0.46 0.30 0.84 0.03 0.41 0.24 0.41 0.22 0.53 0.18
it 0.25 0.40 0.03 0.17 0.00 0.24 0.56 - 0.74 0.49 0.45 0.12 0.08 0.73 0.41 0.92 0.55
ja 0.25 0.30 0.84 0.24 0.43 0.29 0.00 0.47 - 0.25 0.10 0.50 0.18 0.27 0.85 0.30 0.34
ko 0.28 0.85 0.74 0.02 0.40 0.59 0.26 0.32 0.06 - 0.10 0.31 0.16 0.75 1.02 0.93 0.37
ms 0.32 0.23 0.37 0.50 0.30 0.43 0.07 0.47 0.54 0.79 - 0.60 0.28 0.26 0.49 0.40 0.00
nl 0.58 0.10 0.46 0.03 0.02 0.16 0.68 0.52 0.32 0.28 0.33 - 0.07 0.39 0.33 0.88 0.35
pt 0.54 0.37 0.49 0.22 0.29 0.07 0.12 0.05 0.33 0.40 0.43 0.15 - 0.26 0.16 0.85 0.62
ru 0.45 0.24 0.45 0.41 0.00 0.22 0.49 0.60 0.61 0.77 0.38 0.67 0.07 - 0.92 0.87 0.38
th 1.08 0.71 0.65 0.57 0.56 0.28 0.23 0.75 0.56 0.62 0.46 0.63 0.66 0.64 - 0.15 0.50
vi 0.49 0.21 0.34 0.34 0.51 0.33 0.38 0.65 0.34 0.28 0.27 0.36 0.03 0.42 0.56 - 0.40
zh 0.27 0.53 0.82 0.36 0.48 0.10 0.29 0.27 0.35 0.66 0.39 0.55 0.80 0.30 0.46 0.47 -

Table 3. Gains in BLEU score from using an integrated translation model, over using a single
translation model generated in the standard manner with GIZA++ alignments and phrase extrac-
tion heuristics from the corpus text in its default word order. The numbers in the cells are the
differences in BLEU percentage points between the systems. Shaded cells indicate the cases
where the baseline system give the higher score. Source languages are indicated by the column
headers, the row headers denoting the target languages.
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