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Abstract
Proper annotation process management is crucial to the construction of corpora, which are indispensable to the data-driven techniques
that have come to the forefront in NLP during the last two decades. This research proposes a comprehensive annotation abstraction
framework to represent any number of layered annotations, their complex relations, and their proper management in large and growing
projects. This research focuses extensively on the layering of corpora, which involves corpus construction in a step-wise manner. Proper
user management along with proper annotation definitions also help to reduce common annotator error, a concept inherent to the proposed
framework. SLAT 2.0, a web-based annotation tool, is then introduced, which implements this framework.

1. Introduction

Corpus-based approaches have risen in popularity over the
last two decades in the field of natural language process-
ing (NLP); in many areas corpus-based approaches equal in
performance, or rival traditional rule-based methods. With
the increase in computational power and the advancement
and ease of use of machine-learning (ML) techniques, it is
no wonder that corpus-based approaches continue to gain
in popularity. In the late 1990s a sizable textbook (Man-
ning and Schuetze, 1999) was published attesting to their
merits, and even a decade before the appearance of re-
search pursuing such techniques was not sparse (Charniak,
1993). Corpus-based approaches also allow for methods to
be much more language and domain independent, utilizing
machine-learning to train models.

The advent of corpus-based approaches also meant that
the creation of corpora was required — corpus-based ap-
proaches are obviously impossible without them. The in-
dividual creation of custom tools for annotation tasks is
a tremendous investment of time and labor, which when
viewed in a wholistic manner shows how repetitive and
wasteful such an investment can be. These custom fitted
tools do of course address the demands of the project for
which they were born, but also because of this tend towards
inflexibility and disposability. Regardless of the problems
of interoperability that arise when different tools are used
with different data formats (something desirable when try-
ing to cross-test methods with different pre-existing data-
sets), a cycle forms of creating new tools for trivial tasks, or
perhaps even worse conforming and composing annotation
criteria to fit within the limits of an existing tool made for
a previous project. Corpus-based methods will only grew
in scale and complexity, and so it is crucial the annotation
tool does not stand in the way.

The bottom line is that corpus creation (and subsequent
management) is time consuming enough without having to
spend more resources in battling the development of a cus-
tom tool. In addition, previous studies have shown that the
early phases of a project are the most volatile (Marcus et al.,
1993), resulting in rapid changes to the annotation schema.
This can also cause delays and cost additional resources if
the annotation tool is too rigid or otherwise unable to adapt
to the changes. A survey (Dipper et al., 2004) proposed
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seven categories desirable for any annotation tool: diversity
of data, multi-level annotation, diversity of annotation, sim-
plicity, customizability, quality assurance and convertibil-
ity. The goal of these categories is to remove the obstacles
outlined as problems above. they are well thought out, but
there is one caveat to them: they are document-centric, or
rather, they simply do not address the bigger scope of man-
aging the annotation process. Furthermore, though they do
raise concerns about areas that need to be addressed, they
do not propose how these areas are to be tackled. In simple
corpora this may not be much of a concern, but in larger
projects — and as corpus-based techniques continue to grow
and advance so do the sizes of the corpora (Davies, 2009) —
it becomes a serious issue. Attempts at diversifying a sin-
gle corpus with various types of annotations are already on
the rise, such as the Discourse TreeBank on top of the Penn
TreeBank (Miltsakaki et al., 2004), or the NAIST Text Cor-
pus atop the Kyoto Text Corpus (Iida et al., 2007).

This research proposes a comprehensive annotation ab-
straction framework that allows for proper annotation pro-
cess management. The framework is flexible enough to ac-
commodate any annotation scheme, but concrete enough
to provide the foundations necessary for an annotation
project. Since this research proposes a framework, it could
be adopted by any number of annotation platforms as a
means for representing the underlying data.

2. Related Work

A plethora of custom annotation tools have been created
over the years to meet the specific demands of a project,
such as (Stiihrenberg et al., 2007; Russell et al., 2005);
many are created behind the scenes and never see the light
of day. They were mostly created because a tool did not
exist that was capable of providing the feature set needed
for development of the corpus within a reasonable amount
of time. A recent example includes Serengeti (Stiihrenberg
et al., 2007), which has been developed for the specific task
of anaphoric relations and lexical-chains. Such solutions,
however, are not generic; in other words, though they may
be quite ideal for one annotation task, they may not readily
adapt to other tasks, not to mention the difficulties in data
interoperability / interchange. Some general purpose anno-
tation tools have also hit the streets over the years, such as
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(Asan and Oridsan, 2003; Cunningham et al., 2002; Den-
nis et al., 2003; Mueller and Strube, 2001; Callisto, 2002).
Some of these are more extensible than others, some are
discontinued, some include advanced features for process-
ing data for semi-automatic annotation. PALinkA (Asan
and Ordsan, 2003) might be the easiest of these to use, as it
requires little setup, but has not seen an update in more than
four years and does not support many of the key features we
propose here.

None of these focus on multi-tiered corpora, or on anno-
tation process management. As corpus-based techniques
continue to flourish, allowing for layered annotations on
the same base dataset will be more crucial, as will be man-
aging their interconnectedness; such attempts are on the
rise (Miltsakaki et al., 2004; Iida et al., 2007).

There is an existing framework for dealing with annotations
called ATLAS (Flexible and Extensible Architecture for
Linguistic Annotation) (Bird et al., 2000); but it is highly
generalized, and becomes quite complex for the rather sim-
ple task of textual annotation (that always involves span-
ning from one offset in a document to another). Thus we
have opted to base our approach on Segments and Links,
first introduced by (Takahashi and Inui, 2006; Noguchi et
al., 2008), introduced with our extensions in Section 3..

3. Abstracting Annotation

One solution to creating a tool that can be used for multiple
tasks (some of which may not yet be conceived), is to ab-
stract the concept of annotation. Using abstraction in this
way removes any requirements for the tool to know about
the task beforehand. What is necessary, instead, is a defi-
nition that specifies what kinds of annotations will be used,
and how they relate to one another. If proper constraints are
also present in such a configuration, it should allow the user
to select only relevant annotation tags which inherently im-
proves the quality of the corpus by forestalling annotator
error. Since the system logic is also generalized to handle
these configurations, it becomes easier to maintain (there is
no custom logic for treatment of specific annotation types).
There are other boons to this approach, such as annotation
definitions becoming portable.

Figure 1 illustrates this idea visually. In this figure the low-
est level of annotation is parts-of-speech. Building upon
this, only noun phrases become candidates for selection to
annotations when doing named entity annotation. As a third
level, annotators are again required to select only annota-
tions from the previous layer as elements in a coreference
chain. This sort of layered approach insures higher quality
of the resultant corpora, reduces time to creation (targets for
selection are greatly reduced so less extraneous user effort
is needed) and allows all the layers to use the same data.

3.1. Segments and Links

Segments and Links, first introduced by (Takahashi and
Inui, 2006; Noguchi et al., 2008) are the names given two
concepts fundamental to abstracting annotations. We ex-
pand upon their original definitions as explained below.

Segments
A segment in essence is a region of text labeled as a cer-
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Figure 1: Higher layers access lower layers as a base for
more stringent annotation

tain type, such as NP or VP (the labeling is arbitrary and
up to the user). Because segments are represented as begin-
ning and ending offsets, creating segments that overlap or
nest is simple (such as ‘diem dulcem habes’). This allows
for annotating in layers (there is no interference with one
another), which means thatasmzle—corpus could be used
for multiple tasks without hinderance. However, defining
a label alone is not enough, or becomes painstaking at best
under certain conditions (such as needing to annotate nouns
with different attributes, e.g. singular vs. plural); separate
tags could be created for each of these subcategories, but
in the case where multiple attributes exist such an approach
quickly becomes infeasible. As a solution, our framework
allows for the assignment of attributes to segments, and
for providing potential attribute-value candidates. This al-
lows you to create an annotation for a “Verb” with possible
tenses “past”, “present”’, or “future”. There are also cases
in which an annotation can only occur within another, such
as defining the headword within a noun phrase. Such con-
straints are also possible.

Links

A link is a relationship between two segments. Again, these
relations can be defined arbitrarily, so in the sentences “The
children played on the freeway; they had a good time.” a re-
lation for a semantic role between “children” and “play” or
a coreference relation between “children” and “they” is eas-
ily obtained. Links can also be transitive and/or directional,
useful for hierarchies, coordination, semantic role labeling,
etc.

An additional characteristic of links is that they have the
ability to limit where they point from and to based on the
type and/or the attributes of the target segments. For ex-
ample, perhaps for a coreference link the source and desti-
nation should only be noun phrases with an attribute “NP
Type” set to “Entity.”

Groups

A group is a logical collection of segments, user defined,
that encapsulates annotation tasks or roles; the above ex-
ample of coreference-chains is a good use for this.

4. Framework Overview

Here we present a cursory explanation of the framework.
We start general and work our way to specifics. Please refer
to Figure 2 for the following explanation.

A document is the smallest granular level of content in our
framework. It can represent any kind of data you wish (e.g.
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Figure 2: Simplified Relationship Diagram

a news article). Documents can be grouped into document
sets, which provide a coherent packaging for different doc-
uments. A project is an annotation task that contains a
reference to one or more document sets. Since document
sets exist outside of a project, they can be reused for mul-
tiple projects, which provides an easy mechanism for lay-
ering annotations. We define a user as an annotator with
access to the system, belonging to one or more projects,
and with access to zero or more document sets within any
given project. This means that within a project, different
users can be assigned to annotate different document sets.
Projects are also assigned fagsets, where a tagset is a col-
lection of segments, links, and groups. These three entities
are explained in general in Section 3.1., but a more formal
definition now follows. A segment exists in two contexts,
one as a predefined label (the definition), and two as an in-
stance of a defined segment to label a span of text within
a document. A segment-definition minimally contains a
string label, which becomes at the instance-level a fype of
segment. Segment-definitions can optionally be defined to
include binding constraints, which require a segment at the
instance-level to exist within another segment, such as a
Noun existing only within a Noun Phrase. These condi-
tions can optionally contain requirements on values of seg-
ment attributes, which are explained next. Attributes at the
instance-level are name / value pairs representing specific
characteristics of an instance. Attributes can be optional or
mandatory, and their values can be predefined to limit pos-
sible input. Links similarly can be defined to accept only
certain segments based on defined-type or attribute con-
straints. Segment-type constraints can be nested, meaning
a different tagset can be used to as a basis for another. This
allows us to enforce consistency between different layers of
a multi-layered corpus.
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5. Annotation Process Management

Next we explain how the proposed framework provides for
better annotation process management.

A concrete example best illustrates this. Take a large
project like the Penn Treebank (Marcus et al., 1993), which
is annotated with parts-of-speech and syntactic structure.
This can be represented as a single project, Project A, with
an annotation tagset for POS-tagging and syntactic struc-
ture, Tagset X. PropBank (Kingsbury and Palmer, 2002)
annotates semantic relations on top of the Penn Treebank.
We can represent this with another project, Project B and
another tagset, Tagset Y. Now, this is where management
quickly becomes disastrous without the proper system in
place. Without any constraints during the annotation pro-
cess, the wrong tags may be selected by mistake during the
second layer of annotation, or worse, data that is not part
of a tag at all (a random text span) and should not be se-
lected could be! By properly layering the annotation tagets
so that any link in Tagset Y must use segments from Tagset
X, and potentially satisfy certain annotation tag attribute
values, we can guarantee consistency in Project B (the an-
notator cannot select an invalid segment). Many implemen-
tations simply select the same text spans, but without any
constraints. This is a more concrete example of the concept
illustrated in Figure 1.

The example illustrates how the proper framework can
make layering annotations easy, and improve the quality of
the resultant corpora, but what about users? As the size of
corpora grow, so do the number of annotators. We have
thought about this as well. Though it is only implicitly
shown in Figure 1 (including permissions further compli-
cated the diagram), several mechanisms are in place for
this. Users and projects can interact in two ways; the first
consists of a user configuring project settings, which in-
clude managing a document set (adding to / removing from
/ etc.) and defining what annotation tagsets are applicable
to the project’s task(s) (and will be used with any docu-
ment sets). Only administrators should have these privi-
leges. The other type of interaction involves the appearance
of the current project when the user is annotating, such as
the color of segments / links, when link arrows showing
source / destination are visible, etc. As explained above
during layered annotation, users may need access to view
certain annotation tagsets but only administrators should
have access to edit them. In larger projects this separa-
tion becomes more important; it safeguards against incon-
sistencies. Since all this information is encoded within the
project’s or user’s settings, it also means that the data is
portable; that conceptually any other platform could read /
write to them.

Another advantage of our framework that it enables a sin-
gle instance of a set of documents to be used for multi-
ple projects using different annotation tagsets; the advan-
tages that can be reaped from this are apparent (consis-
tency between all corpora (projects) using the document
set), reduced size of storage, etc. Documents may also have
links with different source / destination documents, such as
pointing back to the initial mention of an entity in a separate
news article; the framework allows for this as well.

The biggest merit, however, is that all annotation tagset def-
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initions are defined externally by the user, making the sys-
tem agnostic to them; this means that the behavior is repro-
ducible by any system that can read the configuration files;
these files allow for using previous annotation layers as a
required basis for subsequent annotation — they encourage
it. Such a feature will have an increasing value as various
corpus-based methods must be compared to one another on
different datasets to testify their merit.

With such a framework in place, the annotation process
becomes a matter of simply defining the desired types of
annotations, and how they relate to previous layers of al-
ready existing annotation. The framework enforces con-
sistency, making the task of expanding your pre-existing
corpora never easier than before.

6. SLAT v2.0

SLAT v1.0 provided a web-based interface implementing a
basic framework of segments and links. SLAT v2.0, how-
ever, will provide a full implementation for proper annota-
tion process management as explained here. It is being de-
veloped in PHP and Flash for greater portability and easy
access. It can be run on the desktop as an Adobe AIR appli-
cation with no additional effort, as well. A limited-release
beta version of v2.0 will be available soon.

7. Conclusion and Future Work

This paper presents a comprehensive framework for repre-
senting the complex structure needed to properly manage
the annotation process; specifically it achieves this by ab-
stracting the concept of annotation, and providing a mech-
anism for layering annotations through use of segment and
link types, constraints, and attributes. With this framework
in place, the annotation process becomes a simple matter of
defining the desired types of annotations (as tagsets), and
how they relate to previous layers of al-ready existing anno-
tation, and then annotating! It also promotes maintainabil-
ity by forcing the user to define annotation tags and their re-
lationships, making the system agnostic to such definitions.
Future work includes extending the framework to facilitate
comparing annotator agreement, and merging annotations.
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