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1 Introduction

Phrase based statistical machine transla-
tion (PBSMT) is a current state-of-the-art ap-
proach to machine translation, however its
outputs often contain various types of er-
rors such as lexical errors, and syntax errors
(Koehn et al., 2003)(Bojar et al., 2013)(Bojar,
2011b). Incorporating deep linguistic knowl-
edge directly into PBSMT is not easy and
rarely leads to improvements in translation
performance (Bojar, 2011a). One of the possi-
ble solution is to make automatic corrections
on translated output in a post-editing process.
This paper presents a rule based post-editing
scheme for fixing translation errors based on
out of vocabulary (OOV) Katakana words pro-
duced by Japanese to Myanmar PBSMT. Our
experiments indicate that applying rule based
Katakana to Myanmar transliteration leads to
substantial improvements of translation qual-
ity both in terms of BLEU scores and OOV
coverage.

2 Releated Work

Generally there are two main classes of ap-
proach for automatic post-editing, one con-
tains the statistical approaches and another
contains the rule based approaches. The
first reported results of statistical based post-
editing was proposed by (Simard et al., 2007).
They used a PBSMT system trained on mono-
lingual outputs from a rule-based system as
the source and the human-checked reference
translations as the target to achieve a large
improvement in translation quailty. They also
compared the performance of the post-edited
rule-based system to a baseline PBSMT sys-
tem and reported that their system outper-
formed the baseline. Another statistical post-
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editing approach was proposed by (Oflazer and
El-Kahlout, 2007) on English to Turkish.

In (Finch et al., 2011) a statistical method
was proposed for transliterating OOVs pro-
duced on the target side by a PBSMT system.
They evaluated their method on Japanese-
to-English translation using a human evalu-
ation which showed that transliterating OOVs
can improve the quality of machine trans-
lation output. Our approach is closely re-
lated to theirs, but uses a rule-based strat-
egy for transliteration, since there is almost
no data available to train a statistical system
for Japanese-to-Myanmar transliteration.

3 Japanese to Myanmar
Transliteration Mapping

We define a transliteration mapping table
from Japanese letters to Myanmar (Burmese)
letters. This proposed mapping table on the
Japanese side comprises of 61 monographs and
digraphs of Katakana syllabograms, 40 mono-
graphs and digraphs with diacritics, 98 ex-
tended characters and 128 combinations of fi-
nal nasal monographs '. Each Japanese syl-
lable is transliterated into a corresponding
Myanmar letter based on the mapping table.
However, we cannot express the best approxi-
mate orthoepy for a given word with only this
transliteration mapping. Therefore we aug-
ment this table with a set of rules to make a
rule-based transliteration system that can pro-
duce the closest possible pronunciation under
the constraints imposed by the Myanmar pho-
netics. Some mapping examples are shown in
Table 1.

"http://en.wikipedia.org/wiki/Katakana
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Figure 1: Overall Workflow of Post-editing Process

Romanization | Jp — Syllables | My — Syllables
a » 7 3 [?g]
i WwooAg 33 [2i]
U 5 v » [?u]
e Z I > [?6]
) s 3 [20]
ka ] 5 [k"a]
ki T F 8 [KM]

ku < 7 5 [k
ke o 3 [K"¢]
ko Z S [k"0]
sha UL V¥ o [fa]
sho L& Va3 s [3]
an b TV 32%: [?an]
mn WA AV 3&: [20N]

Table 1: Example of Transliteration Mapping

4 Rule-Based Transliteration
System

“ ”

In general, all “A” | “2”7 and “—
do not have unique sounds but indicate reten-
tion of a sound for a definite period of a time.
Therefore, they are called as moraic phonemes
or special morae.

Rule 1: Long Vowels:

There are three types of long vowel in
Japanese, and these form the three precondi-
tions to this rule. All are transliterated using
the Myanmar symbol (wit-sa-bauk) can
be produce a longer high tone but it must fol-
low another character which it modifies, simi-
lar to the ‘—’ character in Japanese.

Precondition 1: Long Vowel and Dou-
ble Vowels: Long vowels are differently tran-
scribed Katakana and Hiragana. In Katakana,
a simple dash ‘“—’ character is used to ex-
tend the vowel’ s length. In Hiragana, the
same vowel with the preceeding mora is dou-
bled: ‘aa’ , ‘i, ‘uu’ , ‘e’ , ‘00 .
Precondition 2: Long ‘oo’ sound ap-
pending with ‘u’ vowel: When the sym-
bol o (u) is appended to a syllable ending
in $ (o) within the same morpheme, ‘ou’
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is actually pronounced as the lengthened ‘o’
sound.
Precondition 3: Long ‘ee’ sound ap-
pending with ‘i’ vowel: When the sym-
bol ™ (i) is appended to a syllable ending in
Z (e) within the same morpheme, the ‘ei’
is actually pronounced as the lengthened ‘e’
sound with a small number of exceptions.
We show the Japanese to Myanmar transliter-
ation of long vowel orthoepy in Table 2.
Rule 2: Consonant Doubling: The
small tsu in Hiragana and Katakana are
mainly used to indicate the geminate conso-
nant means that the next character is doubled
and is also known as ‘sokuon’ in Japanese.
It has two realizations. More precisely, when
followed by a stop or affricate consonant
like “p, t, k, ch, or ts” , the closure part
of the following consonant is lengthened by
one mora. The sokuon represents this silent
closure. In this case, the hyphen symbol
.’ is used to render a short break in the
continuous pronunciation of a given word.
For example:
kippu=>8-o
kitte=>8-05
gakkoo=>o-
matchi=>o-

/K"i-py/

/KPi-t¢/
8 /ga-k"o/
sﬁ /ma-tehi/

If the small tsu is followed by a frica-
tive consonant like “s, sh, h or f” , the
following consonant is lengthened by one
mora. We use the following set of characters
to represent this class of doubled consonant:
(9), (9), (5) and (6). For instance, the English
character ‘F’ is transliterated as ‘wré(@)’
, as in: Kissaten Kafe=>8(¢)ooos  /K"i(s)sa tan/

As an aside, the subset (5),(5),(6) . are used
for foreign names as they can approximate
the native pronunciation.

Rule 3: The Moraic Nasal: The moraic

nasal A/ or > has many realizations based on
the position it appears in a word. Specifically,
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Vowels | Hiragana — Katakana | Myanmar — Orthoepy Example
a HdH T— sz /4/ N—=FT 14— o /pa ti/
i W A — B i/ Y=l Bq  mijy
U 55 U— 3 /a/ A—)N— ﬁ:aﬂ: /st pa/
e AA AWV I— w: /€] FaIL—F  oqpdqod /e k" jé tof
0 BE B> A— % 16/ I—k— &% /K hi/

Table 2: Long Vowel Orthoepy

it is bilabial [m] before consonants like “b,
p, or m” . It is velar [g] before “k or g”
and is alveolar [n] before “t, d, ch, j, ts, n, T,
z” consonants. Moreover if it is followed by a
vowel, semivowel, and fricative or it is at the end
of the utterance, it can be nasalized as uvular[N].
The Myanmar script contains 33 character to
indicate the initial consonant of a syllable. The
character ‘¢’ [p], ‘@’ nl, ‘.,?’ [n], ‘@
[n], and ‘¢’ [m] are nasal consonants in the
Myanmar phonology 2. In our approach, we use
the special characters (), (¢) and (§) to express
the native pronunciation as closely as possible
for different moraic nasal. The symbol (&) is
used to show the articulation of both lips, (<) is
designated for pronouncing with the back of the
tongue and touching or near the soft plate and the
character (£) is applied to articulate with the tip
of the tongue near the gum ridge.

For example:

shinbun  => q&(6)ops:  /fin(m)bon/
sentaa =>  05(§)om:  /san(n)td/
sankyuu = > ®$ (é)aulal: /san(n) kPa/

The Japanese language has adopted many loan
words from foreign languages. As a consequence,
it is hard to express the closest pronunciation of
foreign words based on the basic Katakana char-
acters. Therefore, a new extended Katakana set
was developed by adding small vowels “a, i, u,
e, o for several loan words. Some of the ex-
tended Katakana forms are listed in Table 3. The
frequently used extended Katakana characters are
also included in our transliteration mapping.

5 Experimental Setup

We used the multilingual Basic Travel Expres-
sions Corpus (BTEC), which is a collection of
travel-related expressions (Kikui et al., 2003). In
this experiment, we used 155,069 sentences for
training the machine translation models and 1614

’http://en.wikipedia.org/wiki/Burmese_
alphabet
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test sentences. The test sentences were trans-
lated by passing the OOVs through into the out-
put. Of these 1614 test sentences translations 134
contained untranslated Katakana words. We ran-
domly sampled 100 sentences from this set of 134
translations for evaluation.

For PBSMT we used MOSES (Koehn et al.,
2007). A 5-gram target language model was
built using the SRILM toolkit 3. The decoding
was done using MOSES. The overall workflow of
post-editing is as shown in Figure 1.

We transliterated OOV Katakana words with
our rule based Katakana to Myanmar converter,
and replaced the Katakana with the resulting
transliterations in the output. For the evaluation
we used BLEU (Papineni et al., 2002) and OOV
rate as a percentage.

6 Results and Discussion

The baseline was a standard phrase-based
SMT system without tuning. Table 4 shows
the performance on the post-edited target text
measured by BLEU and OOV percentages. Our
results show that post-editing by rule based
Katakana to Myanmar translation outperformed
baseline result in terms of both BLEU score
(+19.39) and OOV percentage (-9.33). Visual
inspection of the types of OOVs the system
was able to transliterate showed that most of
the Katakana unknown words of BTEC corpus
were named entities: that is names of people,
places, companies etc., and our impression was
that rule based post-editing in most cases made
these understandable to a Myanmar speaker. The
following is an example of post-editing on a
personal name written in Katakana.

Original translated output:
ogﬁ co¥ m AV /A Ju

After post-editing:

C C O O O O N O ’]
MY 0O M W § & § 030l
[teON t3 ka jo finod i g€ k"0 pa]

3http://www.speech.sri.com/projects/srilm/
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Consonants a i u e 0
f 77e| 74 - JxTe | TS
v 7o | VA - Jxs | UAS
t - T }\chl) - -
d - T A s - -
sh - - - v xIg -
ch - - - 9"3:@] -
j - - - “/1(2] -

Table 3: The Extended Katakana Characters

OOV Qndfej Bojar. 2011a. Rich Morphology and What Can

We Expect from Hybrid Approaches to MT. In-

Method BLEU | BLEU (no OOV)
Baseline 14.70 14.90 10.22
Post — Editing | 34.09 34.11 0.89

vited talk at International Workshop on Using Lin-

Table 4: Performance on Machine Translation
Measured by BLEU score and OOV rate. In
the BLEU (no OOV) evaluation, all remaining
untranslated Japanese was deleted from the
output.

However, the transliteration of some Katakana
OOV words can sometimes lead to meaningless
output, for example when the word is not a
transliteration:

@0’3@@0 avy G.?(.QO’)OSII
[ze? t¢5 OV ne pa t&]
(I have a stiff neck)

N7 o0d O%(RZ ag: o205 I
[ N7 162 ko st Owa t&]
(My hand was pricked by a thorn)

7 Conclusion

The main contribution of this paper is to pro-
pose a rule-based Katakana to Myanmar translit-
eration technique for SMT post-editing. From the
results, we can conclude that using this approach
can handle untranslated Katakana OOV errors ef-
fectively, increasing translation performance and
reducing the number of OOVs in the translations.
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