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1 Introduction

Customers, who switch to competitors or move out

from service providers, become critical concerns for

companies to retain customer loyalty. Churn pre-

vention through churn prediction, which is a task

to detect costumers who are about to quit, is one

of the methods to ensure customer loyalty with ser-

vice providers. To detect and analyze early churn

is a proactive step to ensure that existing cus-

tomers do not move out or switch to the product

of competitors[1].

On the other hand, customers voice opinions and

advices about some brands, companies, products or

services. Today voice of the customer(VOC), captur-

ing a view of customer’s behaviors, needs, and feed-

backs, can be obtained through center calls, emails,

questionnaire, web reviews or SNS[2]. Therefore,

it is attractive to consider exploiting VOC analy-

sis in churn prediction task. However few research

has been conducted in this direction. One excep-

tion is an investigative study showing that integrat-

ing the information of call center emails resulted in

an increase in predictive performance[3]. They used

a weighted term-by-email matrix to represent a col-

lection of emails and used Latent Semantic Indexing

(LSI) via Singular Value Decomposition (SVD) to re-

duce the matrix to k dimension in order to overcome

disadvantages of large and sparse matrix. However,

it is not possible to know what value of k will lead to

an optimal solution in different business situations.

They made great effort to determine the critical k

for their task. Their techniques required specialized

pre-processing and dimension reduction steps.

In this paper, we present a simple and easy-to-

implement approach to improve the performance of

churn prediction by incorporating VOC analysis into

a conventional churn prediction model. We first iden-

tify the sentimental polarity of VOC, classify opinion

types of VOC, calculate VOC prediction scores and

then generate new features by these three kinds of

information and train new models. We evaluate the

usefulness of our approach in a series of experiments

and demonstrate that VOC analysis provides sub-

stantial performance gains in churn prediction task.

2 The Baseline Churn Predic-

tion Model

The churn models that exploit traditional predic-

tors, such as demographic information, contractual

details, usage facts or other service-related informa-

tion, have been extensively studied[1]. The same as

other conventional churn models, we introduced the

following baseline features:

• Demographic information: age and gender.

• Usage facts: monthly, quarterly, half-yearly and

yearly usage facts; customer internal comparison of

quarterly, half-yearly and yearly usage facts

• Other service-related information: customer satis-

faction ratings.

• Loyalty card details: types of members, accumula-

tion points.

In other words, our baseline features are based on

the structured information. We train our baseline

prediction model on random forest method, which is

introduced by Breiman[4]. It is demonstrated to be

one of the most effective classification algorithms[5]

and is shown to perform very well compared to many

other classifiers in handling imbalanced data classi-

fications and churn prediction tasks [6][7].

3 Proposed Method

In this section, we describe our approach of effec-

tively integrating useful information from VOC (un-

structured information) into the above baseline mod-

els through features. As we know VOC is different

from profile information (demographic information),
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Figure 1: Proposed method

which is structured information. The core problem

is to extract useful structured information from the

unstructured VOC. We first preprocess VOC by the

following three steps: (i) determine the sentimen-

tal polarity of VOC; (ii) categorize opinion types of

VOC; (iii) make the model of VOC churn prediction.

We then get the sentimental polarity of VOC, opin-

ion types of VOC and VOC prediction scores from

the above preprocessing. Finally, we incorporate new

features by these three kinds of information into the

above random forest algorithm based baseline churn

prediction method and train new models. Figure 1

shows an overview of our approach. The rest of this

section describes our features in detail.

3.1 Features of sentimental polarity

In this subsection we explore the utilization of sen-

timent analysis in churn prediction. The idea is mo-

tivated by the observation that the increase of cus-

tomer satisfaction will reduce churn. A customer is

likely to quit if he is unsatisfied with a service or a

product. The sentimental polarity of VOC, which

shows if VOC is a praise or a complaint of a service

or a product, may indicate the customer satisfaction

in some degree.

Trained annotators judged whether a VOC is a

positive or negative evaluation of a service or a prod-

uct and tagged each VOC with sentimental polarity

tag. There are three kinds of tags: a positive tag,

a negative tag and a neutral tag. In this paper, we

used the manual tags to generate sentimental polar-

ity features. The process can also be automatically

realized. We built a classification model with the

annotated data, made a 10-fold cross validation test

and achieved 88% in F result.

The final feature setting is summarized as

{N+, N−, N0, R+, R−, R0}. Here, N+/N−/N0 is

the numbers of VOC with positive/negative/neutral

sentimental polarity tags. R+/R−/R0 shows if lat-

est VOCs contain positive/negative/neutral ones.

Note that one customer may have multiple VOC

data.

3.2 Features of opinion type

In this subsection we introduce opinion type fea-

tures in churn prediction. The idea is motivated by

the observation that the importance of opinion types

is different in different types of industries. For exam-

ple, although a customer in a restaurant complained

about the connection of wifi, if he was very satisfied

with the food, to view the situation as a whole, he

may be satisfied with the restaurant.

There are various kinds of VOC such as praises or

complaints about staffs, foods, network services and

so on. The opinion types of VOC are divided into 24

categories according to the targets of opinions. Due

to the confidentiality of the data, we can not provide

details of them. The same as sentimental polarity an-

notation, the trained annotators classified the VOC

data into 24 opinion types. In this paper, we used

the manual annotated opinion types to generate new

features. This process can also be realized automati-

cally. The classification model built on the annotated

corpus provided 86% in accuracy. The final feature

setting is the VOC number of each opinion type (24

types), the VOC number of each opinion type in pos-

itive tag, and the VOC number of each opinion types

in negative tag.

3.3 Features of prediction score

In this subsection, we introduce VOC churn pre-

diction models and encode the prediction score of

each VOC as features in customer churn prediction.
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Table 1: Feature templates for VOC churn prediction
type Feature Description

unigram w1, b1,...wi, bi,...wn, bn, For the words in VOC, word surface form and word base form are
added as unigram features

bigram w1&w2, b1&b2,... wi&wi+1,
bi&bi+1,...wn−1&wn, bn−1&bn

For the words in VOC, word surface form bigram and word base
form bigram features are added

The VOC from a churn customer is supposed to

be a churn VOC and the VOC from a loyal cus-

tomer is supposed to be a loyal VOC. In this way,

we can obtain a corpus for VOC churn prediction.

We predicted the churn score of VOC using polyno-

mial kernel support vector machine (SVM). We used

the features shown in Table 1 for VOC churn pre-

diction. Here wi, bi and n denote the word surface

form, word base form (a form of word stem) of the

i-th word, and the numbers of words in VOC, respec-

tively.

We then divided the corpus into ten equal-sized

sets, as in the data preparation for 10-fold cross-

validation. For each set, we used the remaining nine

sets to train a VOC churn prediction model and used

this model to generate VOC churn prediction scores

for VOC from this set. In this way, for each VOC, a

churn prediction score was provided with the VOC

prediction model in this 10-fold cross validation tech-

nique. One customer may have multiple VOC data.

We added the following new features to encode the

prediction score information for a customer:

• the maximum prediction score of all VOC data

• the minimum prediction score of all VOC data

• the mean of prediction scores of all VOC data

• the median of prediction scores of all VOC data

• the mean of prediction scores of the latest VOC data

4 Experiments

4.1 Data Set

In this paper, we chose the customers who an-

swered the web questionnaire as our prediction tar-

gets. VOC are collected from web questionnaire. We

use the comparison of usage information of FY2014

and FY2013 to judge whether a customer is churn or

loyal (See Figure 2). A customer whose utilization

frequencies dramatically drops is prone to churn. In

particular, we define t = 2/3. Table 2 provides the

statistics of the customers and VOC numbers.

Figure 2: Customer churn definition

Table 2: Statistics of customers and VOC data
number of customers number of VOC

churn 1,770 4,878

loyal 3,519 10,644

all 5,289 15,522

4.2 Experimental Results

We evaluated the effectiveness of new features in

a series of experiments. We used recall (R), preci-

sion (P) and F as evaluation metrics. Table 3 shows

the final results for all experiments of our random

forest models for customer churn prediction with

the threshold of probability = 0.5. Precision-recall

curves of all the experiments are shown in Figure 3.

Table 3: The results of churn prediction model
Methods Precision Recall F

baseline 0.670 0.447 0.536

+ (a) sentimental polarity 0.675 0.451 0.541

+ (b) opinion type 0.677 0.449 0.540

+ (c) prediction score 0.686 0.490 0.571

+ (a) +(b) +(c) 0.686 0.479 0.565

The results of Table 3 show that sentimental polar-

ity features and opinion type features achieved slight

improvement in both recall and precision. Prediction

score features were very effective. The combination

of all features can not provide further improvement.

This may be because the former two kinds of features

are not effective. The details of feature effect will be

discussed in Section 5. Finally we only added the

prediction score features to baseline features as our

final feature set. The final results show that adding

VOC analysis into a conventional churn prediction

model results in a significant increase in predictive

performance.
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Figure 3: Precision-recall curves

5 Discussion

In this section, we discuss the effect of new fea-

tures.

1. Why sentimental polarity features and

opinion type features are not very effective?

We analyzed the VOC data with positive and neg-

ative opinions. Positive opinions account for 41%

and negative opinions account for 59% of VOC data

from loyal customer, while positive opinions account

for 55% and negative opinions account for 45% of

VOC data from churn customer. Such statistics con-

tradict our expectation. This may because Japanese

customers are prone to make evaluations in a polite

way, even they are not satisfied with the services or

products.

We can not encode the real satisfaction informa-

tion by only using the limited classification informa-

tion of sentimental polarity and opinion type. De-

grees and strengths of praises and complaints are

very important for churn prediction. For example,

“the food is really amazing” indicates a very strong

positive opinion. “the food is good” indicates a weak

positive attitude. The customer expressed VOC like

the former example is likely to be a loyal customer.

2.Why prediction score features are very ef-

fective?

Prediction scores provide more information than

binary classification and are in some degree able to

represent the strength of sentiment. By comparing

differences of prediction results of our baseline model

and the model with prediction score features, the

effect of VOC can be summarized in the following

two directions:

(i) The churn predictions of the customers, who

voiced the opinions with strong attitude or in an ex-

treme way, achieved an improvement in performance.

Such as the following VOC examples:

(e1) The whole experience there was extremely

good and we really appreciate it.

(e2) The staff made a fatal mistake and did not

apologize to us.

(ii) For the customers who have multiple VOC

data, the sequential evaluation of services or prod-

ucts was encoded by the VOC features and provided

an improvement in prediction performance, such as

the following VOC examples from the same loyal cus-

tomer.

(e3) The food was too cold and tough. (Jan 2013)

(e4) The dessert was very good and we ordered

many for takeout . (Aug 2013)

(e5) The food was hot and very delicious. (Dec

2013)

6 Conclusion

In this paper, we presented a simple and easy-to-

implement approach to improve the performance of

churn prediction by incorporating VOC analysis into

a conventional churn prediction model. We explored

the utility of VOC sentimental analysis, VOC opin-

ion type classification and VOC churn prediction and

demonstrated that sentimental polarity and opin-

ion type features achieved slight improvement and

VOC prediction score features provided substantial

improvement over the baseline method through a se-

ries of experiments.
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