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1 Introduction

The most used method to compute word-to-
word associations for statistical machine trans-
lation is a probabilistic method, based on
expectation-maximization, implemented in the
tool MGIZA++1 [1]. Run in two directions and
followed by the grow-diag-final heuristic2, it allows
to extract aligned phrases from a bilingual parallel
corpus. The sampling-based alignment method [5],
implemented in Anymalign3, is an associative
method that was proposed to easily compute word-
to-word associations and extract aligned phrases.
It has several advantages: it can be interrupted at
any time; it is bidirectional, even multilingual by
design. It is known that using it in combination
with standard statistical machine translation tools
results in lower translation accuracy as measured by
BLEU, but it has also been shown that it delivers
better results than GIZA for lexicon induction [7].

The coverage of a word association method is de-
fined as the percentage of words aligned over the to-
tal number of words contained in the training corpus.
It has been observed that not all words are necessar-
ily aligned by Anymalign and that coverage increases
with larger time-outs.

In this paper, we propose a new sampling method
to increase the coverage of Anymalign in the word-
to-word association task4, to increase the number of
words aligned. We also show how to keep reasonable
processing times by monitoring the sizes of samples.

2 The original sampling-based
alignment method

2.1 Sampling of sub-corpora

The core idea in Anymalign is to continuously ran-
domly select several aligned sentence pairs from the

1 http://www.cs.cmu.edu/~qing/giza/
2 http://www.statmt.org/moses/?n=FactoredTraining.

AlignWords
3 https://anymalign.limsi.fr/
4 I.e., used with the options -n 1 -N 1 to output only

word-to-word correspondences.

input parallel corpus and process them to extract
word correspondences. Such samples are called sub-
corpora. The probability of drawing a sub-corpus of
a given size k is proportional to a function defined
as [7]:

P (k) ∝ −1

k × log(1− k/n)
(1)

Here, n is the size of the input parallel corpus. This
ensures that ultimately all line pairs of the input par-
allel corpus will be drawn. Since the value of P (k)
is close to 1/k2, sub-corpora of small sizes are given
more probability to be drawn. Previous work ([6],
[8]) has shown that smaller sub-corpora produce
more numerous alignments in a shorter time. Our
experiments reported in Section 4.2.2 confirm this.

Words which appear exactly on the same lines in a
sub-corpus are stored as word correspondences with
the number of lines they appear in. At the end of the
process, when the time-out is elapsed or the process
manually interrupted by the user, the same word cor-
respondences are grouped together, and the number
of lines summed up. Conditional translation prob-
abilities can be obtained by considering each word
and each of its corresponding words with their rela-
tive number of lines.

2.2 Source of incomplete coverage

Since aligned sentence pairs are selected from the in-
put training corpus randomly, some aligned sentence
pairs may not be sampled at all. If a word occurs
only in such sentence pairs, it will not be aligned.
Hapaxes have a higher probability to be such missed
words. This reduces the coverage of the method.

It may also happen that all the words occurring
in a drawn sub-corpus of aligned sentence pairs all
become hapaxes in this drawn sub-corpus. In such a
configuration, Anymalign is unable to separate words
to align them separately, and, for the word-to-word
alignement task, the result on such a sub-corpus is
empty. Processing such a sub-corpus is a waste of
time for the word-to-word association task. This may
also reduce the number of words aligned and reduce
the coverage.
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To increase coverage, we propose to identify par-
ticular types of words. For each of these particular
types of words, we will show how to build additional
specific sub-corpora. These specific sub-corpora will
be processed by Anymalign in the standard way but
their design will allow to easily extract the associ-
ations for the particular types of words the specific
sub-corpora were created for.

3 Data and tools used in exper-
iments

For our experiments, we use part of the French–
English parallel Europarl Corpus v3 [3]. The tuning
set and the test set are selected randomly, the re-
maining becoming the training set. The number of
sentences in each set is given below:

# of lines avg. # of words / line
French English

Training 347,614 31.52 28.61
Tuning 500 32.31 29.23
Test 5,000 32.31 29.23

For the machine translation experiments reported
in Section 5, we first compute word-to-word associ-
ation using the original version of Anymalign or the
improved versions described in Sections 4.1 and 4.2,
and we rely on these results to further build a statis-
tical machine translation system in the standard way
using tools provided in Moses [4], i.e., we just replace
the use of MGIZA++ by the use of Anymalign. We
use the KenLM toolkit [2] to build a target language
model. We use MERT to tune the parameters of the
models.

Coverage in each language will be measured as the
number of different words appearing in the word-to-
word association results divided by the total number
of different words in the input parallel corpus.

Translation accuracy is measured using BLEU [9].

4 Building sub-corpora for dif-
ferent types of words

In preparatory experiments, we investigated the cov-
erage of words per frequency in the word-to-word as-
sociations output by Anymalign. The results show
that some low frequency words are never aligned, es-
pecially hapaxes. Hapaxes usually represent an im-
portant part of the vocabulary of a corpus, e.g., 30%
in most languages of the Europarl Corpus [3].

Consequently, in order to increase the coverage of
word-to-word associations, we distinguish between
two types of words: hapaxes and non-hapax words.

4.1 Enforcing word-to-word associa-
tion of hapaxes

Bearing in mind the core idea of Anymalign (Sec-
tion 2.1), a natural idea to improve coverage in ha-
paxes is to design a a specialized sub-corpus to try
to align all hapaxes in one-shot. This sub-corpus will
be processed by Anymalign in the usual way.

To this end, we first build the sub-corpus made
of all the lines which contain at least one hapax.
Some words that were not hapaxes in the entire in-
put corpus may appear only once in this sub-corpus,
i.e., they become hapaxes inside the sub-corpus. We
shall call such words “false hapaxes” by opposition
to the real hapaxes. False hapaxes may share the
same distribution with some real hapaxes. This will
prevent them from being aligned separately. To sep-
arate false hapaxes from real hapaxes, for each of
them, we draw from the input corpus (without re-
placement) an additional line that contains this false
hapax and add it to the sub-corpus. In this way,
as the distribution of any of any real hapax tend to
become different from the distribution of any false
hapax, real hapaxes will tend to be aligned.

4.2 Enforcing word-to-word associa-
tion of non-hapax words

4.2.1 Basic principle to enforce word-to-
word association of non-hapax words

Let us now consider words which are not hapaxes
in the input parallel corpus Let us consider one line
of the corpus. A word on this line which is not a
hapax can be aligned by using a different line that
contains it, assuming that the noise around it will
allow to separate it from other words. Thus, for a
given line, we can build a sub-corpus by drawing a
different line (if possible) for each non-hapax word
on this line. This will make a sub-corpus that can
be processed by Anymalign in the usual way. Such
sub-corpora will be reasonably small if the number
of words per line is not so large, and hence can be
processed reasonably fast.

4.2.2 Experiments with the basic principle

We performed experiments using the basic principle
above to enforce word-to-word association for non-
hapax words. We measured average the processing
time for different sizes of sub-corpora. The results
are shown in the graph on Figure 1.

As is already known (see Section 2.1), the smaller
a sub-corpus, the faster it is processed. The time re-
quired to process a sub-corpus is approximately lin-
ear in its size in sentence pairs. Based on this result,
we propose to modify the basic principle and cut sub-
corpora into smaller sub-corpora so as to accelerate
the overall computation of word-to-word association.
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Figure 1: Processing times (in ordinates, in millisec-
onds) for different sizes of sub-corpora (in abscissae
in number of lines)

4.2.3 Grouping non-hapax words on each
line into groups of equal size

In the basic principle described above, we build a
sub-corpus by basically drawing at most one addi-
tional line for each non-hapax word. Hence, the
number of lines drawn is the same as or less than
the total number of words on the line. So as to make
the sub-corpora smaller, and thus reduce processing
time, we propose to group non-hapax words on each
line into several groups of equal size and to build one
sub-corpus for each group. Each sub-corpus will be
processed in the standard way by Anymalign.

We investigated the effect of this grouping on the
total processing time of word-to-word association,
depending on the number of groups used (so not the
size itself). The graph in Figure 2 shows that the to-
tal processing time decreases as the number of groups
increases. It significantly decreases at the beginning:
it is divided by two when comparing the use of 5
groups with the use of 1 group (i.e., using the basic
principle). Using more than 5 groups does not lead
to any significant reduction.

5 Evaluation

Table 1 shows the different values of coverage and
translation accuracy obtained using different settings
based on the work presented above. For compari-
son with the original sampling-based method we al-
lot the same time-out as the one obtained with the
use of all our proposed improvements (last line in
Table 1). Our method yields increased coverage (al-
most +15%) and significantly better BLEU scores
(by almost two confidence intervals).

We first inspected the effect of aligning hapaxes
alone. We do not build a translation system, as such
a system, based on very low frequency words only, is
not meaningful. The original sampling-based align-
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Figure 2: Total processing times (in ordinates, in
minutes) for computation of word-to-word associa-
tions of non-hapax words when enforcing their align-
ment and grouping them on a line by groups of equal
size (in abscissae)

ment method with a time-out of 42 minutes can align
65% of the hapaxes. In comparison the method pro-
posed in Section 4.1 covers 86% of the hapaxes. This
represents 52% of all words as indicated in Table 1.

The original version of Anymalign implements an
anytime method, i.e., it can be interrupted at any
moment by passing a time-out as optional argument
or the user interrupting the process. Quality is not
so much a matter of time, but coverage is. We thus
ran the version of Anymalign that comprises our
proposed improvements (enforcing word-to-word as-
sociations of hapaxes and non-hapax words, with 5
groups of non-hapax words on each line), using dif-
ferent time-outsand measured the translation accu-
racy on the same task. The results given in Figure 3
show that, after 8 minutes, our method yields bet-
ter BLEU scores than the original sampling-based
alignment method.

6 Conclusion

In this paper, we showed how to improve the cover-
age of the sampling-based alignment method, imple-
mented in Anymalign, when used to compute word-
to-word association. We proposed to enforce the
alignment of hapaxes in one-shot by building a spe-
cific sub-corpus for that. We also enforced the align-
ment of other words by building specific sub-corpora
for each line, and showed how to accelerate the over-
all alignment process by grouping non-hapax words
on one line into groups of the same size. Experi-
ments conducted on the French-English part of the
parallel corpus Europarl v3, showed that we achieved
our goals in increasing the coverage, increasing the
translation accuracy, and simultaneously reducing
the needed processing time.
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Figure 3: Translation accuracy as measured by
BLEU when using different time-outs (in abscissae,
in minutes) for the basic usage of Anymalign (dotted
line) and for the version of Anymalign incorporating
all of our improvements, i.e., enforcing word-to-word
associations of hapaxes and non-hapax words with
splitting in 5 groups on each line (plain line)
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