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1 Introduction
Text or document representation is important for
many NLP tasks such as document classification (e.g.
essay scoring, sentiment classification), summariza-
tion, etc. Document representation approaches can
be supervised, semi-supervised or unsupervised. Re-
cent studies largely focused on unsupervised [5, 6, 15]
or semi-supervised [11] methods since one can take ad-
vantage of large amounts of unlabeled text and avoid
expensive annotation procedures.

In general, a document is a discourse where sen-
tences are logically connected to each other to pro-
vide comprehensive meaning. Discourse has two im-
portant properties: coherence and cohesion. Cohesion
captures linguistic devices that link sentences into a
text. Examples include conjunction (Discourse indi-
cators: “in my opinion”, “for example”, “however”,
“because” etc.), coreference (he, she, they etc.), sub-
stitution, ellipsis, etc. (“Figure 1”). Coherence refers
to semantic relatedness among sentences. Coherence
means the reader can make sense from the entire text
since it follows some kind of logical order or sequence
of concepts and meanings. For example, “I saw Jerin
on the street. She was going home.” is a coherent
text whereas “I saw Jerin on the street. She has one
brother and two sisters.” is incoherent.

Some text classification or regression tasks (e.g. es-
say scoring) need to consider discourse structure of
text in addition to semantic structure. Because for
these tasks, like scoring essays along particular dimen-
sion (e.g. Organization or Argument strength scor-
ing of essays), discourse structure (coherence, cohesion
etc.) play crucial role. Organization of an essay refers
to its structure, where a well-structured essay logically
develops arguments and states positions by supporting
them [8]. Argument strength means how strongly an
essay makes arguments for its thesis to convince the
readers [9]. Now, discourse properties such as cohe-
sion and coherence refer to the logical-sequence aware
texts which is the basis for Organization and Argu-
ment strength scoring. “Figure 2” shows examples
where Organization score of an essay is related to the
discourse property coherence.

Previous document representation studies primarily
focused on capturing word similarity, word dependen-
cies or semantic features of documents [5, 6, 15, 11]
which has been proven to be useful for several doc-
ument classification or regression tasks (e.g. infor-

Figure 1: Some discourse properties of the sentence “I don’t like
cakes because they are sweet”.

mation retrieval, sentiment classification). However,
none of the prior studies captured discourse structure
of documents in terms of logical sequencing (coher-
ence or cohesion). One exception is [4], who utilized
discourse structure of documents defined by Rhetori-
cal Structure Theory (RST) for classification of doc-
uments. The issue in their approach is, texts need to
be parsed by an RST parser which is computationally
expensive. Besides, the performance of RST parsing
is dependent on the genre of documents [4]. In sum, it
has not yet been explored how some of the discourse
properties can be included in text representation with-
out using any expensive parser.

In this paper, we propose an unsupervised method
to capture discourse structure in terms of logical se-
quence of sentences (cohesion & coherence) for doc-
ument representation. We train a document encoder
with unlabeled data which learns to discriminate be-
tween coherent and incoherent documents. Then, we
use the pre-trained encoder to obtain feature vectors
of documents in order to perform extrinsic evaluation,
i.e. the task of Organization scoring and Argument
Strength scoring of essays where these feature vectors
are mapped to scores by regression. The advantage of
our approach is that it is fully unsupervised and does
not require any expensive parser or annotation. Our
extrinsic evaluation results show that capturing dis-
course structure in terms of logical sequencing (coher-
ence & cohesion) for document representation helps to
improve the performance of essay Organization scor-
ing and Argument Strength scoring.

2 Related work
Although the issue of document representation was
addressed by several previous studies, the most com-
mon and popular fixed-length feature is still bag-of-
words (BOW) or bag-of-ngrams due to its simplicity
and highly competitive results [13]. However, BOW
approaches fail to capture the semantic similarity of
words and phrases since it treats each word or phrase
as a discrete token. Hence it provides sparse repre-
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Figure 2: Example essays from ICLE corpus with their Organization score

sentation with large dimensionality. In recent years,
several unsupervised approaches for document repre-
sentation have been introduced. One of the popular
unsupervised methods is doc2vec [5] where a docu-
ment vector is incorporated along with the word vec-
tors to learn the vector representation of the docu-
ment. The training objective was predicting the words
in the document. [6] used a CNN to capture longer
range semantic structure within a document where the
learning objective was also predicting the next word.
Their model learned a joint semantic space by opti-
mizing both word vectors and embeddings. In [15],
word alignments and pretrained word vectors were
utilized to learn semantic features. [11] proposed a
semi-supervised method called Predictive Text Em-
bedding(PTE) where both labeled information and
different levels of word co-occurrence were encoded in
a large-scale heterogeneous text network, which was
then embedded into a low dimensional space. How-
ever, all these approaches were basically to produce a
semantic feature representation of documents.

[4] illustrated the role of discourse structure for
document representation by implementing a discourse
structure (defined by RST) aware model and showed
that their model improves text categorization perfor-
mance. They used an RST-parser to get the discourse
dependency tree of a document and then built a recur-
sive neural network on top of it. Nevertheless, RST
parser is domain dependent [4] and computationally
inconvenient.

In [7], a local coherence model was used to assess
essay scoring performance but the dataset had holis-
tic scores. The issue with holistic scores is that it is
unclear which dimension of the essay (argument, con-
tent) the score refers to. [8] proposed some heuristic
rules which is based on various discourse indicators,
words and phrases to capture organization structure
of text. In [9], several features like POS n-grams, se-
mantic frames, coreference, argument component were
used to anticipate how strong an essays arguments are.
[12] showed that argumentative features such as se-
quence of argumentative discourse units(ADUs) (e.g
(conclusion, premise, conclusion) or (None, Thesis))
improve the performance of Organization and Argu-
ment strength scoring. They also used an expensive
argument parser to obtain the ADUs.

3 Data
We use the International Corpus of Learner English
(ICLE) which contains 6,085 essays and 3.7 million
words [2]. Most of the ICLE essays (91%) are argu-
mentative. ICLE essays vary in length, having 7.6
paragraphs and 33.8 sentences on average [12]. Some
of its essays have been annotated with different scores
among which 1,003 essays are annotated with Organi-
zation scores and 1,000 essays are annotated with Ar-
gument strength scores. Both Organization and Argu-
ment strength scores ranges from 1 to 4 at half-point
increments. We use these 1,003 essays for scoring task
and the rest of the ICLE essays (4578) are used to pre-
train the document encoder.

4 Base document encoder
Our main goal is to demonstrate if capturing logical-
sequencing for text representation in an unsupervised
way helps with document classification or regression
tasks, not to propose the best model to capture it.
Therefore, our intention is to implement a simple en-
coder.

4.1 NEA
We replicate the Neural Essay Assessor (NEA) model
proposed by [10] as our document encoder. The model
has three layers. First, an embedding layer provides
word embeddings for a given essay. Then, we use a
Bi-directional gated recurrent unit (GRU)[1] to incor-
porate contextual information of words by summing
up information from both directions of words. Finally,
a mean-over-time layer is used to get the mean of the
intermediate GRU layers. During essay scoring, we
apply a linear layer to map the vector produced by
mean-over-time layer to a score. We use a sigmoid
function to get scores in the range of (0, 1).

4.2 NEA+PN10
We create our second baseline model by obtaining
paragraph sequences of essays using Persing’s [8]
heuristic rules. [8] specified four paragraph function
labels: Introduction (I), Body (B), Rebuttal (R) and
Conclusion (C) and used some heuristic rules to iden-
tify them (see the original paper for details). We use
the same heuristic rules to get paragraph sequences of
essays. Given a paragraph sequence of an essay, the
embedding layer first produces a vector for each para-
graph function label. Then, a Long Short-Term Mem-
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Figure 3: Proposed method for unsupervised learning of logical sequence-aware text representation utilizing coherent and incoherent
texts and using the logical sequence-aware text representation for essay scoring.

ory (LSTM) [3] is used to encode them. We take the
last hidden state of the LSTM and concatenate it with
the vector representation of essay obtained from our
first baseline NEA. Once again, at the time of essay
scoring, we use a linear layer with a sigmoid function.
We name this baseline NEA+PN10.

5 Proposed Method
5.1 Key Idea
Our idea is first to train a document encoder in an
unsupervised way with coherent and incoherent doc-
uments so that the encoder learns to differentiate be-
tween them. Our hypothesis is that artificially cor-
rupted incoherent documents lack logical sequencing
and training a document encoder to distinguish origi-
nal documents from artificially corrupted ones makes
it logical sequence-aware. We then use this pretrained
encoder for the essay scoring task. In the essay scor-
ing task setting, we initialize the essay scoring encoder
with the pretrained logical sequence-aware encoder
and obtain a vector representation of documents. Af-
terwards, we perform regression to obtain scores from
corresponding document vectors (see “Figure 3”).

Shuffle Type Accuracy

Sentences 0.733
Discourse Indicators 0.880

Table 1: Performance of coherence discrimination task.

5.2 Unsupervised Pretraining
We pretrain the document encoder in an unsupervised
manner to get logical sequence-aware document rep-
resentations. For this purpose, we artificially create
incoherent texts so that the encoder can learn to dis-
criminate coherent documents from incoherent ones.
We obtain incoherent documents by corrupting docu-
ments. For corruption, we consider two approaches:
(i) randomly shuffling sentences and (ii) randomly
shuffling only discourse indicators. “Figure 3” shows
some examples of coherent and incoherent (corrupted)
documents. We give importance to discourse indica-
tors as they are important for representing the logical
connection between sentences. For example, “Mary
did well in the exam although she was sick” is logi-
cally connected while “Mary did well in the exam but
she was sick.” and “Mary did well in the exam. She
was sick.” lack logical sequencing because of improper
use and no use of discourse indicators, respectively.

Finally, we treat the pretraining as a binary classifi-
cation task where the encoder classifies documents as
coherent or incoherent. The performance of this co-
herence discrimination task is shown in “Table 1”. We
use our baseline model NEA as pretrained document
encoder.

6 Experiments
6.1 Preprocessing
We use the same preprocessing step for both pre-
training and essay scoring data. We remove all punc-
tuation, lowercase the tokens, and normalize the gold-
standard scores to the range of [0, 1]. We specify the
sentence boundaries and paragraph boundaries of es-
says with special tokens. During our testing phase, we
re-scale the predicted normalized scores to the original
range of scores and then measure the performance.

6.2 Discourse Indicators
We collect, in total, 847 discourse indicators from the
Web. We exclude the discourse indicator ”and” since
it’s used most frequently and not always for initiating
logic (e.g milk, banana and tea).

6.3 Setting
We use pretrained word embeddings for our baseline
models which were released by [16]. The embedding
dimension is set to 50. For the pretrained encoder,
we initialize the word embeddings randomly and learn
them alongside the model parameters.

We use Adam optimizer with the learning rate set to
0.001. In our experiments, we set the batch size to
32, include early stopping with patience 15, and train
the network for 100 epochs. The vocabulary is the
40,000 and 15,000 most frequent words for pretrain-
ing and essay scoring, respectively. All other words
are mapped to special tokens. We use norm clipping
technique and dropout for all systems. Norm clipping
maximum values (3,5,7,10) and dropout rates (0.5,0.7,
0.75, 0.9) are set to different values for different sys-
tems. We use GRU with hidden states dimension 300
for both pretraining and essay scoring. For encod-
ing paragraph sequences, an LSTM with an output
dimension of 400 is used.

6.4 Evaluation
We use five-fold cross-validation for evaluating our
models with the same split as Persing 2010 [8, 9] and
Wachsmuth 2016 [12]. However, our results cannot be
directly compared with Persing 2010 & Wachsmuth
2016 since our training data is smaller (-100 essays)] as
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Model Pretraining Shuffle Type Fine-tuning MSE (Org.) MSE (Arg. Strength)

NEA - - 0.348 0.255
NEA+PN10 - - 0.200 -

NEA X Sentence 0.344 0.249*

NEA X Sentence X 0.347 0.251

NEA+PN10 X Sentence 0.191* -

NEA+PN10 X Sentence X 0.187* -
NEA X Discourse Indicator 0.363 0.255
NEA X Discourse Indicator X 0.365 0.252
NEA+PN10 X Discourse Indicator 0.203 -
NEA+PN10 X Discourse Indicator X 0.197 -

Table 2: Performance of essay scoring. * indicates a statistically significant improvement (Wilcoxon’s signed-rank test (p <0.05))

we reserve development set for model selection, while
they do not. Wachsmuth 2016 use expensive argu-
mentation parser, while we do not.

For Organization and Argument strength scoring
task, we measure the mean squared error (MSE) of
regression. As we mentioned above, we use several
hyper-parameters for our system. While we tuned the
hyper-parameters for the baseline models, we didn’t
tune it for our proposed models. For tuning the hyper-
parameters of the baseline models, we randomly se-
lect one fold (in our case fold 1) and choose hyper-
parameters based on that fold.

6.5 Results and discussion
Table 2 lists MSE (averaged over five folds) of
two baseline models and our proposed systems (pre-
trained) for Organization and Argument strength
scoring task. From the results in Table 2, we see that
unsupervised pretraining with coherent and incoher-
ent documents improves Organization and Argument
strength scoring performance. These results support
our hypothesis that training with random corruption
of documents helps learning logical sequence-aware
text representation. While shuffling the discourse in-
dicators does not make much difference, shuffling sen-
tences noticeably improves scoring performance. By
shuffling sentences, we get statistically significant im-
provement (by Wilcoxon’s signed rank test ([14]), p
<0.05) for both Organization and Argument strength
scoring. Re-tuning the encoder for Organization scor-
ing again helps to improve the performance.

7 Conclusion and Future Work
We proposed an unsupervised strategy to capture dis-
course structure for document representation in terms
of logical sequence of sentences (i.e. coherence and co-
hesion). Our method does not require any expensive
annotation or parser. We train a document encoder
with coherent and incoherent documents to make it
logical-sequence aware. Then, we use the logical-
sequence aware encoder to obtain document vectors
for the task of essay scoring. Our results show that
learning logical sequence-aware document representa-
tion in an unsupervised way improves essay Organiza-
tion and Argument strength scoring performance.

Our future work includes tuning hyper-parameters
for our proposed models, adding more unannotated
data for pretraining and trying other unsupervised ob-
jectives, e.g., shuffling (paragraph-based shuffling, co-

hesive device shuffling), swapping clauses before and
after discourse indicators (e.g. A because B =>B
because A). Also, we intend to incorporate prompt
information into our baseline models (similar to [8]).
Moreover, we plan to try more document regression
or classification tasks and see how these unsupervised
objectives affect the performance.
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