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1 Introduction
Discourse processing (DP) is a long-standing goal in ar-
tificial intelligence. DP is beneficial for a wide variety of
applications, such as question qnswering [21], document
classification [13], and essay scoring [19]. This paper
explores a new direction for discourse processing—DP
models that perform logically correct reasoning.

This direction of research is important for three rea-
sons. First, encouraging DP models to perform correct
reasoning is expected to work as a regularizer. Recent
studies [14] show that the current reading comprehen-
sion (RC) models, an instance of DP models, are vulner-
able to adversarial inputs. We speculate that the current
RC models overfit to a given benchmark, because they
are tuned only towards predicting correct answers, ne-
glecting their reasoning they make. RC models that per-
forms correct reasoning will be more robust to unseen,
noisy examples outside of training/test examples.

Second, DP models will require less training data.
Without explicit supervision of reasoning, machine
learning models try to induce complex prediction rules
for DP by generalizing training instances. This is partic-
ularly challenging in the limited availability of training
data; guiding reasoning as explicit supervision will be
helpful [22]. Recent studies show that exploiting human
rationales in sentiment analysis improves the prediction
performance in low resource settings [2, 9].

Finally, DP models will be more transparent. Ma-
chines’ ability to explain its own prediction is proven
to be important in applications. Zhang et al. [6] show
that the user engagement of recommendation systems
increases when they are provided with explanations as
to why the recommendation is given. The importance of
interpretability of models is also extensively discussed in
the Machine Learning community [7].

There are three approaches related to DP models and
reasoning. First, there is a large body of work on an-
alyzing the behaviour of RC models, motivated by the
question that RC models understand natural language
in the real sense [? 17, etc.]. Second, there are NLP
tasks that require models to output its own prediction,
including QA tasks [22], fact-checking tasks [18], and
interpretable textual similarity tasks [1]. Third, several
datasets are annotated with explanations (i.e. reason-
ing), ranging from science QA dataset [10, 12, 11], entail-

ments [5] to argumentative texts [4, 3, 8]. Nevertheless,
none of them create a high-quality, large-scale corpus
annotated with reasoning, which drives the research of
DP models enhanced with reasoning.

Given the background, we create a new corpus an-
notated with reasoning. This poses the following chal-
lenges. First, reasoning can be arbitrary. How can we
design representations of reasoning that can be consis-
tently annotated and used as supervision to correctly
guide machines’ predictions? (C1) Second, annotating
reasoning is costly. However, the corpus needs to be
large-scale and of high quality for training and evaluat-
ing DP models. How can we ensure the scalability while
maintaining the quality? (C2)

This paper provides a solution to these challenges. For
C1, we limit our problem scope to multi-hop QAs that
require machines to combine several relational facts be-
tween entities to derive an answer. We then define rea-
soning as a sequence of relational facts between entities
represented by natural language sentences. For exam-
ple, given the statement “Machu Picchu is in Peru.”, we
represent reasoning as (“Machu Picchu is in the Andes
Mountains.”, “The Andes Mountains are in Peru.”). For
C2, we develop a crowdsourceable annotation protocol
for reasoning and carefully design a step-by-step anno-
tation interface. The contributions of this paper can be
summarized as follows:
• We show how to cast the complicated, reasoning anno-
tation task into an annotation task that can be done by
non-expert workers.

•The proposed reasoning representation is richer than
previously proposed representations (i.e. sentence la-
bels [22], or single reasoning steps [9]).

• We apply the developed crowdsourcing task to 2,000
QA pairs on WikiHop [20]1, a popular multi-hop QA
dataset. We make the corpus of reasoning annotations
publicly available.2

2 Crowdsourced reasoning annotation
2.1 Key idea
We consider multi-hop QA [20, 22] as a testbed for rea-
soning annotation. In multi-hop QA, unlike regular QA,
machines need to perform reasoning by combining sev-
eral relational facts between entities to derive an answer
1https://qangaroo.cs.ucl.ac.uk/
2https://github.com/cl-tohoku/reasoning_annotation
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(i.e. multi-hop). Suppose the question “What is the na-
tionality of Trump?” and the following passages P1, P2:
• p1: Trump was born and raised in New York City.
• p2: New York City is a city in the US.
To answer the question, combining the facts about
Trump and New York City is needed.

Using multi-hop QA as a benchmark has several ad-
vantages. First, it offers a richer set of problems that
require machines to perform reasoning. Second, reason-
ing representation is suitable as a first exploration of DP
with reasoning. As we see later, reasoning in multi-hop
QA can be represented as a sequence of relations be-
tween entities. This allows (i) machines to easily evalu-
ate their reasoning and to be guided, and (ii) non-expert
workers to easily annotate reasoning.
2.2 Annotation scheme
Given a relational statement of entities r(ei, ej) and n
related passages p1, p2, ..., pn, we annotate them with
reasoning as to why the statement is true solely accord-
ing to the passages. We define reasoning as an nminimal
chain of relational statement to derive an answer, i.e.
(r1(ei, e1), r2(e1, e2), ..., rn−1(en−1, en), rn(en, ej)).
We call each statement a reasoning step.

Suppose the relational statement “Trump’s nationality
is the US” along with the above passages p1, p2. We an-
notate them with the following two reasoning steps:
• Step 1: Trump was born in New York City.
• Step 2: New York City is located in the US.
On the other hand, suppose p1 were “Trump owned
rental housing in New York City.” We do not annotate
them with reasoning, because we cannot conclude the
truth of the statement, solely based on these passages.
We simply mark them as Unreachable.

For relational representations ri, we employ natural
language to investigate type of reasoning steps required
inmulti-hopQA. Previousworks on annotating explana-
tions [18, 22, etc.] formulate the explanation annotation
task as a sentence selection task in a given passage. Our
annotation provides richer information than these for-
mulations, because original sentences may not contain
“minimal” information relevant to reasoning.
2.3 Crowdsourcing interface
To scale up the annotation, we implement the anno-
tation scheme via crowdsourcing (CS). Recent studies
show that CS is a powerful tool for creating a large-scale
dataset for NLP [22, 5, etc.]. One big obstacle of using CS
is in the difficulty of controlling the quality of annotation
results. CS requiring crowdworkers to input a free-form
text is particularly hard, because it is not easy to validate
their input given a free text. We thus carefully design a
step-by-step annotation interface.

According to the annotation scheme, we first give
crowdworkers an instruction with examples. In a wel-
come message, we try to motivate workers by saying
that they are involved in educating artificial intelligence.
We also make sure that they judge the truth of state-
ments solely based on given passages, not based on their

Figure 1: Crowdsourcing interface: selection task.

own knowledge.
The annotation interface follows the instruction.

Overall, our CS task asks crowdworkers two types of
jobs. First, we describe the selection task illustrated in
Figure 1. Given a relational statement (i.e. “Laurent Wolf
is born in Toulouse”) and the first passage (i.e. Article 1),
workers are required to judge whether the statement can
be derived from the passage at three grades. To filter out
unreliable annotation results, we also ask how confident
they are. If a worker selects Unsure, we show the state-
ment again with two passages and ask the same question.

If a worker selects True or Likely, we proceed to the
writing task. We ask workers to write reasoning steps
they made to derive the statement, based on given pas-
sages. We encourage workers to summarize their rea-
soning steps, not just to extract sentences from the pas-
sages. For the first and last textbox, we use a textform
validator that requires the textbox to contain e1 (i.e. Lau-
rent Wolf ) and e2 (i.e. Toulouse).

In our preliminary experiment, we found that this
“step-by-step” task is important. We speculate that
workers are overwhelmed when all passages are given
at a time (up to three passages in this study).
2.4 Settings
To ensure the quality of annotation results, we tuned
several CS parameters. Because the reasoning step an-
notation is a time-consuming task, we pay 10 cents as a
reward to crowdworkers per one instance. In our pre-
liminary experiments, we found that some crowdwork-
ers are lazy, e.g., entering random sentences such as “as-
djlkkjsdfkj” or doing copy & paste from some sentences
in the instruction. We thus set the minimum work time
to 30 seconds, where workers who completed their work
less than 30 seconds are judged as untrusted, and kicked
out from the task. The workers are shown two instances
per page, and allowed to submit their work after they
finish two instances.
2.5 Heuristic postprocessing
Due to the nature of CS, the results are expected to be
noisy (e.g. repeating the same sentences in textboxes).
We thus heuristically discard annotations if one of the
following conditions is satisfied: (i) one of reasoning
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Hop # resp. Example of worker responses for reasoning steps

1 2,159 / 1,138 Statement: Mellerstain house is located in Scottish borders
[1] mellerstain house is 13 kilometers north of kelso in the scottish borders

2 1,052 / 486 Statement: Krisztina pigniczki is a citizen of Hungary
[1] Krisztina Pigniczki was born in Makó
[2] Makó is a town in Csongrád County, in southeastern Hungary

3 458 / 162 Statement: A genre of Snacka om nyheter is Panel game
[1] Snacka om nyheter was the Swedish version of the BBC series Have I Got News for You
[2] Have I Got News for You is loosely based on the BBC Radio 4 show ”The News Quiz”
[3] The News Quiz is a British topical panel game

Unr. 6,331 / 4,538

Overall 10,000 / 6,324
Table 1: Distribution of worker’s responses and example of annotated reasoning steps (before the slash: raw annotations, after the slash: annotations
with the postprocessing.

steps is exactly the same as a statement; (ii) for # hops
≥ 2, at least one pair of reasoning steps have word over-
lap ratio≥ 0.9, (iii) at least one confidence value is “Un-
sure”, or (iv) one of reasoning step exactly matches with
a sentence in an article.
3 Evaluation
3.1 Settings
We implemented the proposed protocol on FigureEight
(a.k.a CrowdFlower)3, a widely used CS platform. To see
how reasoning varies across workers, we hire 5 crowd-
workers per one instance.
3.2 Dataset
There are a few choices of datasets for multi-hop QA [20,
22, etc.]. This study uses WikiHop [20], as it has been
widely used as a benchmark for multi-hop QA.4 We ran-
domly sampled 2,000 instances from 5,129 instances in
the development set. For the CS task, we manually con-
verted QA instances into natural language statements.

For each question, WikiHop provides a set of support-
ing documents. Based on the distant supervision as-
sumption [15], WikiHop collects a set of Wikipedia ar-
ticles that bridges an entity in a question (i.e. ei) and
an entity ej in an answer, where the link between arti-
cles is given by a hyperlink. The number of supporting
documents ranges from 2 to 3. In the development set,
there are 892 instances with 2 supporting documents,
and 1,108 instances with 3 supporting documents.
3.3 Results and discussion
3.3.1 Task evaluation
It took about 4 hours to finish the whole task. It cost
$1,208 (including transaction fees).

The survey of our CS task by 46 participants indicates
that (i) our instructions are considered almost clear by
crowdworkers (ratings: 3.6/5) and (ii) the pay (10 cents
per instance) is considered reasonable by workers (rat-
ings: 3.9/5). It also indicates that the task was consid-
ered difficult (ratings: 3.0/5) partly because of the length
of the articles. We are planning to improve the interface
by highlighting entities shared by adjacent articles.
3https://www.figure-eight.com/
4The leaderbaord https://qangaroo.cs.ucl.ac.uk/
leaderboard.html received 17 submissions, as of January
16th, 2019.

Hop # hops Reasoning
Strict Lenient Strict Lenient

1 .00 / .00 .90 / 1.00 .00 / .00 .50 / 1.00
2 .30 / .80 .60 / .90 .20 / .70 .70 / .80
3 .30 / .30 .60 / .90 .30 / .40 .50 / .90

Unr. .80 / .70 .80 / .60 - -

Overall .35 / .45 .73 / .85 .35 / .37 .57 / .90
Table 2: Precision of raw annotations (before the slash) and annota-
tions with heuristic postprocessing (after the slash).

3.3.2 Responses
Table 1 shows the distribution of hop and reasoning
steps annotated by crowdworkers. After the heuristic
postprocessing, the total number of annotations is 6,324,
where 1,982 instances have at least one annotation.

To estimate the quality of crowdsourced annotation,
we randomly sampled 10 annotations from each hop
and manually checked whether (i) the number of hops
and (ii) annotated reasoning steps are valid or not. Ta-
ble 2 shows the results of the manual analysis. In the
strict evaluation, we judged if the judgement of a crowd-
worker is strictly based on given passages. In the lenient
evaluation, we allow crowdworkers to use a bit of im-
plicitly stated common knowledge. For example, if the
passage mentions that “X is a Moroccan football
player”, then we allow them to conclude that “X’s na-
tionality is Morocco”, even though it is not mentioned
that “if someone is a moroccan football player, their na-
tionality is morocco”. We believe that these reasoning
steps are still useful for guiding machines’ prediction.

The results indicate that the heuristic postprocessing
helps to mine high-quality annotation results, reducing
the annotation results from 10,000 instances to 6,324 in-
stances. We employ the postprocessed corpus in the re-
maining analysis.
3.3.3 Agreement study
To get further insights on the quality of CS annotation,
we conducted an agreement study.5 For the number
of hops, we simply calculated the percentage of agreed
number of hops among annotations. For the reasoning
steps, we calculated BLEU-4 [16] in a pairwise manner
and averaged them.6

5We consider only 1,861 instances that havemore than one annotations
after the postprocessing.

6Only pairs of instances with the same reasoning steps are considered.
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Figure 2: Histogram of agreement ratio of # hops and BLEU-based
agreement measure of reasoning steps.

Figure 2 shows the histogram of the agreement val-
ues. For the number of hops, the results indicate fairy
high agreement. To see how workers disagree, we man-
ually analyzed 20 instances with worst agreement ra-
tio. We found that the majority of disagreements (15/20)
come from “unreachable v.s. reachable”. However, our
manual inspection found that crowdworkers who say
“reachable” are reliable—12/15 annotations can be actu-
ally judged as reachable (in the lenient criterion). Sur-
prisingly, despite the text input task, annotated reason-
ing steps are also of good quality. We found 10/15 can
be judged as valid (in the lenient criterion). Regarding
the disagreement among reachable annotations (5/20),
we also found that all of them (both # hops and reasoning
steps) can be judged as valid (in the lenient criterion).

Overall, the results indicate that workers who wrote
reasoning steps are quite reliable. We speculate that such
workers are motivated, because they could also earn
money even without writing reasoning steps.

On the other hand, the reasoning agreement indi-
cates that reasoning steps vary across workers. To an-
alyze the cause of disagreement of reasoning steps, we
have looked at 10 instances with the worst BLEU val-
ues. We found that some workers inserted some descrip-
tive phrases such as “the article said that…” “the article
does not mention…” into a text box. In other cases, one
worker simply extracted a sentence from aWikipedia ar-
ticle, and the other summarized their reasoning steps.
We believe that these disagreements do not have a sig-
nificant impact on the quality of the corpus.
3.3.4 Final corpus
A common strategy for aggregating CS annotations re-
lies on agreement (e.g. majority voting). However, the
analysis in Sec. 3.3.3 found that the central factor is not
agreement, butwhether crowdworkers providewith rea-
soning steps or not. We thus take the maximum number
of hops provided by crowdworkers for aggregation.

The final distribution of the number of hops is: (i) #
hops = 1: 0.29 (574/1,982), (ii) # hops = 2: 0.19 (377/1,982),
(iii) # hops = 3: 0.07 (145/1,982), and (iv) unreachable:
0.45 (886/1,982).
4 Conclusions
We have explored a method to create a large-scale cor-
pus of reasoning. Taking multi-hop QA as a testbed, we
carefully design the crowdsourcing interface. Our ex-
periments demonstrate that the proposed CS protocol
produces a large-scale, high-quality corpus of reasoning
on top of WikiHop [20]. We make the corpus of reason-
ing annotations publicly available.

One immediate future work is to expand the anno-
tation to 43,738 WikiHop training instances, or other
multi-hop QA datasets such as HotpotQA [22]. This en-
ables us to conduct a large-scale study of discourse pro-
cessing models enhanced with reasoning (e.g. investi-
gating robustness to adversarial examples).
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