
End-to-End Scientific Knowledge Graph Completion via Word
Embedding based Entity Type Classification

Qin Dai1, Naoya Inoue1,2, Paul Reisert2, Kentaro Inui1,2
1Tohoku University, Japan

2RIKEN Center for Advanced Intelligence Project, Japan
{daiqin, naoya-i, preisert, inui}@ecei.tohoku.ac.jp

Abstract

Knowledge Graph (KG) such as Free-
Base (Bollacker et al., 2008) has been
playing an essential role for numerous
Natural Language Processing (NLP) tasks.
However, the sparsity of existing KG
has stimulated the research in Knowledge
Graph Completion (KGC), which is pro-
posed to predict the missing knowledge
triplet (h, r, t), via projecting KG into
a continuous vector space. Most exist-
ing methods are only evaluated on gen-
eral knowledge triplet e.g., (Tokyo, capi-
talOf, Japan) rather than scientific knowl-
edge triplet e.g., (hypotension, may be
treated by, dopamine). Additionally, exit-
ing method merely collects entity type in-
formation from existing knowledge base
rather than from semantic feature of en-
tity. In this paper, we investigate the ef-
fectiveness of some representative KGC
models on scientific domain and proposed
a new KGC model that predicts miss-
ing knowledge triplets by incorporating a
word embedding based entity type classi-
fication model into a state-of-the-art KGC
model. Our experiments on scientific
dataset prove the effectiveness of the pro-
posed model on scientific KGC.

1 Introduction

Knowledge Graphs such as Freebase (Bollacker
et al., 2008) and DBpedia (Lehmann et al., 2015)
are extremely crucial for many NLP tasks such as
Question Answering (QA), Information Retrieval
(IR), Relation Extraction (RE), etc. (Schuh-
macher and Ponzetto, 2014). They provide large
collections of relations between entities, typically
stored as (h, r, t) triplets, where h = head entity,
r = relation and t = tail entity, e.g., (Tokyo, cap-

italOf, Japan). However, the sparsity of KGs im-
pedes their usefulness in real world applications.

Knowledge Graph Completion (KGC) aims to
automatically infer missing facts by examining
the latent regularities in existing KG (Trouillon et
al., 2016). One of the most promising method
for capturing the latent regularities is to em-
bed KG into a low-dimensional continuous vec-
tor space and estimate the plausibility of poten-
tial knowledge triplets via the vector based alge-
braic calculation. Recent years, various KG em-
bedding models show excellent performance on
KGC, which include TransE (Bordes et al., 2013),
TransD (Ji et al., 2015), ComplEx (Trouillon et
al., 2016) and SimplE (Kazemi and Poole, 2018),
etc. However, most KGC models are merely eval-
uated by general knowledge, such as (Turtle Di-
ary, /film/film/country, United States), rather than
scientific knowledge, such as (pain, may be pre-
vented by, naproxen). For investigating their per-
formance on scientific domain and facilitating sci-
entific KGC, in the paper, we select some rep-
resentative KGC models and assess their perfor-
mance on scientific KG.

For enhancing KGC, a variety of external in-
formation is potentially useful, among which En-
tity Type (ET) information, such as ET author
for entity William Shakespeare, has been proved
to be an effective information for KGC (Xie et
al., 2016). However, existing approach merely
collects ET information from existing ET knowl-
edge base, rather than applying semantic feature
of entity. Distributional representation, typically
large corpus trained word embedding, has shown
to contain the semantic information about word
categories or types (Yaghoobzadeh and Schütze,
2016). For leveraging the effective ET infor-
mation and simultaneously getting rid of the de-
pendency on an incomplete ET knowledge base,
in this work, we proposed an end-to-end KGC
model. The proposed model is capable of iden-
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tifying ET via the word embedding of target entity
and incorporating the predicted ET into a state-
of-to-art KGC model to evaluate the plausibility
of potential knowledge triplets. Our experiments
on scientific KGC show that our end-to-end KGC
model has significant improvements compared to
all baselines.

2 Base Model for Scientific KGC

We select SimplE (Kazemi and Poole, 2018) as
our base scientific KGC model, since it is sim-
ple and strong, achieving state-of-the-art perfor-
mance in general domain. Specifically, suppose
we have a KG containing a set of knowledge
triplets O = {(e1, r, e2)}, where each knowledge
triplet consists of two entities e1, e2 ∈ E and their
relation r ∈ R. Here E and R stand for the
set of entities and relations respectively. SimplE
then encodes each entity e ∈ E into two vectors
he, te ∈ Rd and each relation r ∈ R into two
vectors vr, vr−1 ∈ Rd respectively, where d is
the dimensionality of the embedding space. he
captures the entity e’s behaviour as the head en-
tity of a knowledge triplet and te captures e’s be-
haviour as the tail entity of a knowledge triplet.
vr represents r in triplet (e1, r, e2), while vr−1

represents its inverse relation r−1 in the triplet
(e2, r

−1, e1). The KG scoring function of SimplE
for a triplet (e1, r, e2) is defined as φ(e1, r, e2) =
1
2(〈he1 , vr, te2〉+ 〈he2 , vr−1 , te1〉). 〈v, w, x〉 is de-
fined as 〈u, v, w〉 =

∑d
n=1[u]n[v]n[w]n, where

[·]n is the n-th entry of a vector. Besides the stan-
dard SimplE model, there is a simplified SimplE
called SimplE-ignr, where the scoring function is
simplified as φ(e1, r, e2) = 〈he1 , vr, te2〉.

3 Proposed Model for Scientific KGC

The proposed end-to-end KGC model is illustrated
in Figure 1. It includes ET classification part (be-
low) and KGC part (above). In ET classification
part, a multi-layer perceptron (MLP) with one hid-
den layer is applied to identify ET based on word
embedding of target entity. In KGC part, head en-
tity and tail entity along with their predicted ETs
and their relation are projected into corresponding
KG embeddings, which are then fed to a KG scor-
ing function.

3.1 ET Classification Part

In this work, we use a MLP network to classify ET
for head entity and tail entity. The architecture of
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Figure 1: Overview of the proposed end-to-end
KGC model

our MLP network is as bellow:

h = sigmoid(Wxe) (1)

y = sigmoid(V h) (2)

where W is a word embedding projection ma-
trix, which is initialized by the pre-trained word
embedding that is trained on scientific corpus via
Gensim word2vec tool, xe is a one-hot entity rep-
resentation, h is the hidden vector, V is ET projec-
tion matrix and y is the output vector containing
the prediction probabilities of all target ETs. W
and V are weight matrices to optimize.

3.2 KGC Part
We extend the base model introduced in Section 2
by incorporating the ET information from the ET
classification part. Specifically, given knowledge
triplet and predicted ET pairET1 (for e1) andET2
(for e2), the proposed model project them into
their corresponding KG embeddings namely he1 ,
te1 , vr, vr−1 , he2 , te2 , hET1 , tET1 , hET2 and tET2
respectively, where hET1 (or tET1) represents the
KG embedding of ET for e1 when e1 acts as the
head entity (or tail entity) in a knowledge triplet.
The KG scoring function is defined via Equation 3.

φ(e1, r, e2) =
1

4
(〈he1 , vr, te2〉

+〈he2 , vr−1 , te1〉
+〈hET1 , vr, tET2〉

+〈hET2 , vr−1 , tET1〉)

(3)

4 Evaluation

4.1 Data
The scientific KG used in this work is ex-
tracted from the Unified Medical Language Sys-
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#Entity #Relation #Train #Valid #Test
27,702 358 89,236 5,089 10,239

Table 1: Statistics of scientific KG in this work.

tem (Humphreys et al., 1998) (UMLS), which
includes medical concepts, relations, definitions,
etc. As the RE task proposed by (Wang et
al., 2014), we only collect the knowledge triplet
with RO categories (RO stands for “has Rela-
tionship Other than synonymous, narrower, or
broader”), which covers the interesting relations
like may treat, my prevent, etc. From the
UMLS 2018 release, we extract about 35 thou-
sand entity-ET pairs (e.g., heart rates-Clinical
Attribute) for training ET classification model
and about 100 thousand knowledge triplets, which
are then randomly divided into training, validation
and testing sets for KGC. The statistics of the ex-
tracted KG is shown in Table 1. Since we address
the KGC in medical domain, we use the MED-
LINE corpus to train the domain specific word em-
bedding.

4.2 Setup

To learn the proposed KGC model, we use Ada-
Grad with mini-batches. We use the default set-
ting of the base KGC model. Specifically, we
use the initial learning rate of 0.1, mini-batch size
of 1415 and the embedding dimension of 200
for both entity and relation. We sample 1 nega-
tive entity for each ground truth entity and gen-
erate a labelled batch LB by labelling positive
triplets as +1 and negatives as −1. We optimize
the L2 regularized negative log-likelihood of the
batch, namely minθ

∑
((h,r,t),l)∈LB softplus(−l ·

φ(h, r, t))+γ‖θ‖22, where θ represents the param-
eters and γ = 2.0.

4.3 Result and Discussion

We choose the link prediction task to evaluate the
performance of KGC models. In this task, the
KGC models predict the missing entity, given an
entity and a relation. Specifically, the task pre-
dicts tail entity t given both head entity h and rela-
tion r, e.g., (h, r, ∗), or predict head entity h given
(∗, r, t).

We report the mean reciprocal rank (MRR) for
the evaluated models. Table 2 presents the per-
formance of the selected and proposed KGC mod-
els. It can be viewed that the proposed KGC model
does a good job compared with the existing base-

lines on the scientific dataset. This proves the ef-
fectiveness of the proposed end-to-end architec-
ture for scientific KGC. Specifically, incorporating
word embedding based ET classification model
is an effective approach to improve the perfor-
mance of KGC. The table also shows that the KGC
models that give state-of-the-art results on general
domain, such as ComplEx and SimplE, equally
achieve good performance on scientific KGC. This
indicates the domain independency of these KGC
Models, thus, we could apply them into scientific
KGC.

5 Related Work

(Nickel et al., 2011; Bordes et al., 2013; Wang et
al., 2014; Ji et al., 2015; Trouillon et al., 2016;
Liu et al., 2017; Kazemi and Poole, 2018) propose
KG embedding models to calculate plausibility of
potential knowledge triplets using structural infor-
mation from existing knowledge triplets. Aside
from the existing knowledge triples, external in-
formation is applied to improve KGC. The exter-
nal information includes surrounding text (Riedel
et al., 2013; Wang et al., 2014; Zhao et al., 2015),
entity type and relation domain (Guo et al., 2015;
Chang et al., 2014; Xie et al., 2016), logical rules
(Wang et al., 2015; Rocktäschel et al., 2015) and
cross-lingual triples(Klein et al., 2017). However,
these methods have not utilized the word embed-
ding based ET classification model for KGC.

6 Conclusion

In this paper, we propose an end-to-end KGC
model to address the scientific KGC. The pro-
posed model could classify ET based on word em-
bedding and leverage the ET information to en-
hance the KGC performance. Our experiments
not only indicate the domain independency of
the existing KGC models, but also show our
model achieves substantial improvements against
the state-of-the-art baselines.
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