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Abstract There are many online platforms that allow people to upload and share cooking recipes with each
other. However, within those platforms, many recipes contain the same contents, which can cause many problems
and waste a lot of resources. In this work, we tackle the problem of duplicated cooking recipe determination
by consider it as a binary classification task, in which we need to classify a pair of recipes into either duplicate
or non-duplicate. We proposed a method based on multilayer perceptron (MLP). Our model takes input
features from multiple modalities, which are extracted from the input recipes. We conducted experiments on
the Rakuten Recipe database!and observed that the proposed method outperformed the baseline and achieved

very high performance for the duplicate recipe determination task.

1 Introduction

Duplicated cooking recipe is becoming a big problem
for online recipe sharing websites. It causes wasteful
usage of storage since we still need to hold the dupli-
cated recipes in the database. Besides, troubles can
arise when a user is looking for a certain recipe and
two duplicated recipes appear in the search results.
Let us assume that those two recipes have different
titles (which is a common case) and both of them
do not match the user’s needs. In this situation,
the user needs to check both of the recipes, which
costs them time and burden unnecessarily. Finally,
since the recipe sharing platforms usually reward the
users who post cooking recipes with benefits, there
are many users who exploit this reward system by up-
loading duplicated recipes to gain rewards unfairly.
If we can detect the duplication, we can tell which
user has this kind of behavior and prevent them from
doing it. In general, a cooking recipe database con-
tains millions of recipes, which makes manual dupli-
cation checking infeasible. Therefore, it is essential
for us to find a way to perform automatically detect
duplication of cooking recipes efficiently and accu-
rately.

The task of detecting duplicated cooking recipes
can be divided into two types: internal and external
recipe duplication detection. With the first type (in-
ternal), we need to identify duplicated recipes within
a given database. For the external type, assume that
we have a set of cooking recipes; given a new recipe,
we need to determine whether it is duplicated with

Lhttps://recipe.rakuten.co.jp/
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any recipe in the provided database or not. Our
work focuses on the duplicated recipe determination
task, which is defined as follow: given two recipes,
determine if they are duplicated or not. Obviously,
this task is necessary to perform both internal and
external recipe duplication detection.

pi ot Ingredients:E#A. BOHE. INBESEES, 4-3L.

Sake lees, sugar, shochu, milk.

Instruction: #8129 X T DKL & K100g(H E5L) & A
N, BIHRIPHI0DIFEEENLEETCTEDLN
Y,
1 Put all ingredients and 100g of water (outside the amount)
/. into the pan and mix for about 10 minutes with warming.

g Ingredientss B4R, % A L, BVHE.
N 8¢ Sake lees, thyme, sugar.
1 Instruction: #8129~ T DAk} & k200g(4 B4 % AN,

BIT-OBRHADI0PEEED LEETTEHLNY.
Put all ingredients and 200g of water (outside the amount)
/ Y into the pan and stir for about 10 minutes.

Figure 1: FExample of two duplicated cooking recipes.

We can view the duplicated recipe determination
task as performing a classification of the two input
recipes into either duplicate or non-duplicate. Mul-
tilayer perceptron is a popular and powerful model
for classification [5]; thus, we decided to use it for
building our classification model. Figure 1 shows an
example of duplicated cooking recipes. These two
are similar in terms of the images, the instruction,
and the ingredients. Therefore, we decided to use
them as input features for our classification model.
In addition, we observed that duplicated recipes are
usually uploaded by the same user; therefore, our
model also uses this information for duplication de-
termination. In summary, our proposed method is
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based on multimodal approach, in contrast to pre-
vious works [1, 7] that use single-modality features.
Details of the proposed method will be explained in
Section 3.

We conducted experiments of duplicated recipe de-
termination using Rakuten Recipe database. Our
proposed method outperformed the baseline signif-
icantly in multiple metrics and reached more than
95% of detection accuracy. The contribution of our
work is two-fold:

1. This work is one of the first to utilize deep
neural network classification model for deciding
whether two cooking recipes are duplicated or
or not.

2. We utilize features from multiple modalities for
the duplicated recipe determination task.

2 Related works

The task of duplicated cooking recipe determination
is related to document plagiarism detection. Heres
proposed a method [2] for detecting document pla-
giarism using classification by deep neural network.
In this work, the model only uses linguistic features,
which are the embedding vectors of the documents
as input. On the other hand, a cooking recipe con-
tains information from multiple modalities such as
image, cooking instruction, list of ingredients, and
other kinds of metadata information such as user or
food tags. Our method takes advantages of all these
information and uses them as input features.

Oguni et al. [7] also tackles the problem of exter-
nal duplicated recipe detection. However, this work
does not provide a clear solution for the duplicated
recipe determination task. In addition, this work
only uses features from a single modality (either im-
age or cooking instruction text) for the duplication
detection, even though this work extracts features
from multiple modalities. As a result, the perfor-
mance reported in [7] was not really high. Another
method proposed by Hanai et al.[1] for finding similar
recipes using clustering based on ingredients. The re-
ported results of this work were also low performance
and not enough to be used in practical situations.

3 Method

Our proposed method can be divided into two parts:
feature extraction and classification model, which are
described in the following sections.
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3.1 Feature Extraction

We extract features from the two input recipes in
terms of linguistic (cooking instruction), visual (food
images), and metadata information (ingredient lists
and users). The extracted features reflect the simi-
larity between the input recipes for each modalities,
namely, linguistic, visual, and metadata.

For linguistic features, first, we encode the cook-
ing instruction text into embedding vector by using
Sparse Composite Document Vector — SCDV [3]. Af-
ter that, a similarity score in terms of instruction
between two input cooking recipes is calculated by
measuring the Euclidean distance of the two embed-
ding vectors. To encode the food image, we use the
pre-trained Inception-v3 embedding model, which is
widely used for object detection [6]. Similarly, we use
Euclidean distance of the resultant embedding vec-
tors as the similarity score of the food images from
input recipes. For measuring the similarity between
ingredients used in the two recipes, first, we calculate
the Jaccard distance between two lists of ingredients.
Next, we subtract this value from 1 and the result
is used as a similarity score in terms of ingredients
between the two given recipes. Finally, with the user
similarity score, we use a function that takes value
of 0 if the user ID from two recipes are the same and
1 otherwise.

We can see that each feature used in our method
is a single value that represents similarity of the two
input recipes in terms of multiple modalities. We did
not use the raw embedding vectors as in [2] because
they are high-dimensional, thus increase computa-
tional cost significantly compared to our method.

3.2 Classification Model using Multi-
layer Perceptron

Multilayer perceptron is a simple but powerful clas-
sification model that is being used in various tasks.
Because of this reason, we use MLP for building our
classification model. An illustration of the proposed
method is shown in Figure 2.

Input features
(Similarity scores)

non-duplicate

Figure 2: The classification model of the proposed
method.
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Our classification model takes input as a vector
containing features described above and classifies it
into two classes: duplicate and non-duplicate. Our
proposed method can be considered as multimodal
approach, because input features contain informa-
tion from multiple modalities: linguistic, visual, and
metadata. We expect that the proposed method
can achieve higher performance compared to single-
modality based approach.

4 Experiments

The dataset we used in these experiments was taken
from the Rakuten Recipe sharing platform. From
this database, we picked up 1,857 pairs of recipes
that closely resemble each other in terms of similarity
score. We manually annotated the pairs with a label
of “duplicate” or “non-duplicate”. After that, we
split the dataset into training, development, and test
set. The statistics of our dataset are shown in Table
1.

Table 1: Dataset statistics.

‘ H Training ‘ Development ‘ Test ‘

# of pairs in total 1547 100 200
# of duplicate 1255 50 100
# of non-duplicate 292 50 100

Our classification model contains only one hidden
layer, as shown in Figure 2. Empirically, we observed
that increasing the number of hidden layer in the
network to be two or more did not improve perfor-
mance. We trained the model using Adam optimizer.
The development set was used for tuning the learn-
ing rate and number of units in the hidden layer.
Particularly, the learning rate is le — 3 and the size
of hidden layer is 32.

In the first experiment, we compared our proposed
method with a baseline based on Oguni et al.[7].
As mentioned above, this work did not provide a
clear solution for the recipe duplication determina-
tion task. In this work, the authors ranked recipe
pairs based on their similarity scores either in terms
of cooking instruction or the food image. After that,
the top k recipe pairs with highest scores are re-
garded as duplicates.

Table 2: Results of duplicate recipe determination.
Rec = recall, Pre = precision.

Positive label Negative label

Baseline | k Rec Pre F1 Rec | Prec F1

60 0.47 | 0.78 | 0.59 | 0.62 | 0.87 | 0.73

80 0.54 | 0.68 | 0.60 | 0.60 | 0.74 | 0.67

100 || 0.64 | 0.64 | 0.64 | 0.64 | 0.64 | 0.64

120 || 0.67 | 0.56 | 0.61 | 0.59 | 0.47 | 0.52

Proposed 0.99 | 0.92 | 0.95 | 0.91 | 0.99 | 0.95
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In accordance this method, we built a baseline that
uses cooking instruction similarity score for ranking,
as shown in Table 2. Positive label indicates dupli-
cate and negative label indicates non-duplicate pairs.
At every value of k, the proposed method signifi-
cantly outperforms the baseline in all performance
metrics (p < 0.05). When we changed to a baseline
that uses similarity score of food image, the results
remained similar.

In the next experiment, we conducted ablation
tests to investigate the importance of the features
described in section 3.1. The results of this experi-
ment are summarized in Table 3.

Table 3: Feature importance in duplicate recipe de-
termination. Rec = recall, Pre = precision.

Features Positive label Negative label
Rec | Pre F1 Rec | Pre F1

Instruction + 0.85 | 0.66 | 0.74 | 0.56 | 0.79 | 0.66

Ingredient

Instruction + 094 | 090 | 0.92 | 0.90 | 0.94 | 0.92

Ingredient + User

Instruction + 0.97 | 091 | 0.94 | 0.90 | 0.97 | 0.93

Ingredient + Image

All features 0.99 | 0.92 | 0.95 | 0.91 | 0.99 | 0.95

Table 3 shows that using information from the user
and the food image significantly improved classifi-
cation performance from just using cooking instruc-
tion and ingredient features. Thus, other than the
currently used information from cooking instruction
and ingredients, user and food image are also effec-
tive features for determining duplicate recipes. Ob-
viously, the highest performance was achieved when
using features from all modalities.

Table 4: Confusion matrix of classification.

Ground truth . -

Prediction Duplicate | Non-duplicate
Duplicate 99 9
Non-duplicate 1 o1

Table 4 shows the confusion matrix of the classi-
fication results of our proposed model. Our model
can predict correctly almost all of the duplicated
recipe pairs (99 out of 100). On the other hand,
the majority of mis-classification errors are false pos-
itive, where the model mistakenly identified a non-
duplicate pair as duplicate.

We further investigated errors of our model by
checking the mis-classified recipe pairs. Because
most of the errors are false positive, we focused on
analyzing this type of error. Figure 3 shows an exam-
ple of such classification mistake. We saw that even
though this pair is labeled as non-duplicate and con-
tains differences in ingredients, the two recipes bear
striking resemblances, having exactly the same in-
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- @ Ingredients: 3 — 5 X, NF S, TL—rA—=F I b, kE
i | 25, =72, (Chorus, banana, plain yogurt, water sheep, kinako)
| Instruction: /N> F IF/hECHEY . FRMEIE—#EICE
| TIHY—2hlf, Ya—2RICHE - OHEENY T
7.
N ‘ Bananas are chopped into small pieces and put into a mixer with
the above ingredients.

o 3 Ingredients:/SF 5, TL—=>3=TN b, A, A THE,
3 | YA ZYa—X. (Banana, plain yogurt, mandarin orange,
3 || oligosaccharidea, apple juice)
- Mlnstruction:/ N FF IS KHEEY | LBl E—HICRT
W IFY—IAY, Ya—RRICE L EEESY T
Bananas are chopped into small pieces and put into a mixer with
the above ingredients

Figure 3: Example of classification error.

struction text and slightly different images; thus, our
model classified this pair as duplicate. We observed
that this phenomenon also appears in other false pos-
itive classification errors. One plausible solution is to
fine-tune the visual embedding model Inception-v3
using food images from Rakuten Recipe. The fine-
tuning process will allow us to generate embedding
vectors that are better at reflecting the differences in
food images.

5 Conclusion

In this work, we proposed a new method for de-
termining duplicate cooking recipes. Our proposed
method is based on multilayer perceptron model and
uses multimodal information for classification. Re-
sults from experiments showed that our proposed
method significantly outperformed the baseline.

In the future, we would like to investigate the per-
formance of the model when using more powerful
multimodal fusion method such as hierarchical ten-
sor fusion network [4]. We also plan to apply the pro-
posed method for comparison of other type of docu-
ments that contains multimodal information such as
online articles or academic papers.
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