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Abstract

Distantly Supervised Relation Extraction (DS-
RE) is a widely applied approach to collect re-
lational facts from unstructured text, but often
accompanies with the problem of fuzzy data.
To alleviate this issue, existing approach uses
multi-hop reasoning over text to facilitate the
relation classification. However, the method
only represents the textual relation (e.g., the
middle context between an entity pair) as a
unit, rather than a textual sequence of words
and so cannot utilize the semantic informa-
tion (e.g., pretrained word embedding) of the
textual relation for DS-RE. Therefore, in this
work, we propose a new DS-RE model that
represents the textual relation as a sequence
of words and encodes the sequence with a
world-level attention mechanism. Experimen-
tal results prove the effectiveness or the pro-
posed model for DS-RE, because the proposed
model achieves significant and consistent im-
provement as compared with baselines, and ob-
tains a competitive results with the state-of-the-
art models on the NYT10 dataset.

1 Introduction

Knowledge Base (KB) provides large collections
of relations between entities, typically stored as
(eh, r, et) triplets, e.g., (Tokyo, capital of, Japan).
KBs, such as Freebase (Bollacker et al., 2008) and
DBpedia (Lehmann et al., 2015), are extremely
crucial for many Natural Language Processing
(NLP) tasks. However, KBs are often highly in-
complete (Min et al., 2013) and this would impede
their usefulness in real-world applications. To en-
rich the KBs, it is important to turn unstructured
text into an well organized KB, and it belongs to
the task of Relation Extraction (RE).

One obstacle that is encountered when build-
ing a RE system is the generation of training in-
stances. For coping with this difficulty, (Mintz

et al., 2009) proposes distant supervision to au-
tomatically generate training samples via align-
ing KBs with text. They assume that if two en-
tities are connected by a relation in a KB, then
all sentences that contain those entity pairs will
express the relation. For instance, (David Yassky,
/people/person/place lived, Brooklyn), (Washing-
ton Irving, /people/person/place lived, New York)
and (Huber Humphrey, /people/person/place lived,
Minneapolis) are fact triplets in Freebase. Distant
supervision will automatically label all sentences,
such as Example 1 below, which are taken from
NYT10 dataset, as positive instances for the re-
lation /people/person/place lived. Although dis-
tant supervision could provide a large amount of
training data at low cost, it always suffers from
fuzzy data. For instance, Example 1 should not be
seen as the explicit evidences to support the /peo-
ple/person/place lived relationship between corre-
sponding entity pairs.

(1) Once predictably democratic in national
politics , the anchor of upper midwest liberal pop-
ulism from the 1920s through Hubert Humphrey
and Walter Mondale, Minnesota is now consid-
ered a battleground, with the republicans sched-
uled to hold their national convention in 2008 in
Minneapolis and St. Paul around that declaration.

To identify relation from these fuzzy evidences,
(Das et al., 2016) uses Multi-hop Inferences
(MI) over text as the evidence to extract relation.
However, they only represent the textual relation
as a unit relation, rather than a sequence of words.
For instance, they represent the textual relation
in T1 in Fig 1 as {e1, left his at the, e2},
rather than the textual representation
{e1, left, his, homestate, to, attend, college, at,
the, e2}. This, thus, cannot utilize the semantic
meaning of each words in the textual relation and a
world-level attention mechanism.

Contributions. We proposed a DS-RE model

― 909 ―

言語処理学会 第26回年次大会 発表論文集 (2020年3月)

Copyright(C) 2020 The Association for Natural Language Processing.
All Rights Reserved.



Multi-hop Inference over Text

"Hubert Humphrey left his home state to attend college at the University of Minnesota."

"The University of Minnesota is a highly rated public university located in Minneapolis "

"... Hubert Humphrey and Walter Mondale, Minnesota is now considered a battleground,
with the republicans scheduled to hold their national convention in 2008 in Minneapolis
and ..."

Example 1

Relation

Hubert Humphrey Minneapolis/people/person/place_lived

T1:

T2:

Figure 1: An example of multi-hop inference over Text.

that represents MI over text as a sequence of words
and conduct evaluation on NYT10 dataset. Our
method achieves a competitive result with the state-
of-the-art models. The experimental results prove
the effectiveness of the proposed model for DS-RE.

2 Related Work

RE is a fundamental task in the NLP community.
However, annotation of training data for RE is ex-
pensive and time-consuming. To address this issue,
distant supervision is proposed by (Mintz et al.,
2009). Recent methods utilize external Background
Knowledge (BK) for DS-RE. (Ji et al., 2017) ap-
plies entity descriptions as BK, (Lin et al., 2017)
utilizes multilingual text as BK and (Vashishth
et al., 2018) uses entity types and relation alias
information as BK for DS-RE and (Alt et al., 2019)
utilizes pre-trained language model as BK for DS-
RE. (Das et al., 2016) uses MI over text as the
source of relation extraction. However, none of
these existing approaches mentioned above applies
textual representation of MI over text as BK for
DS-RE.

3 Proposed Model

3.1 Generation of Multi-hop Inference

Let (eh, et) be an entity pair of interest. The text
with entity mention annotations is represented as
a graph, where nodes indicates the entities. Since
all parts of the sentence (not just the middle con-
text) are useful for relation classification (Vu et al.,
2016; Xiao and Liu, 2016), the edges of the graph
are represented by the sentence that contains the
connected entity pair. To reduce the semantic re-
dundancy and computational cost, if there are mul-
tiple sentences containing a same entity pair, we
select the sentence with the least words as the edge
of the entity pair. To simulate the situation of rea-
soning across documents, we remove the sentence
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Figure 2: Overview of the proposed model.

(i.e., edge) that containing the entity pair of interest
from the graph. We apply the random walk pro-
cedure 1 to extract MI over text between a given
entity pair. Each MI over text is represented as c =
{eh, s1w1

, s1w2
, ...s1wn

, s2w1
, s2w2

, ...et} ∈ Ch,t,
where, s1wn

indicates the last word of the first hop
of the MI.

3.2 Architecture

The proposed model consists of two parts: Sen-
tence Encoding Part and Multi-hop Inference En-
coding Part , as shown in Figure 2.

Sentence Encoding Part (SEP). SEP is the Bi-
GRU based DS-RE model with word level and sen-
tence level attention proposed by (Jat et al., 2018).
Specifically, given a sentence s with n words si =
{w1, ..., wn} from the bag Sh,t = {s1, ..., sm}
in which each sentence contains the entity pair
(eh, et), vector representation vt for each word wt

is calculated as vt = [vw
t ;v

wp1
t ;vwp2

t ], where vw
t

is k-dimensional GloVe embedding (Pennington
et al., 2014), vwp1

t and vwp1
t are the word position

embedding (Zeng et al., 2014). Then, the hidden
representation for each word hi is obtained by us-
ing Bi-GRU (Cho et al., 2014) over the sentence.
The vector representation of the sentence si is cal-
culated via the Equation 1, where rw is a random
query vector for calculating the word level attention
awi .

si =

m∑
i=1

awi hi,

awi =
exp(〈hi, rw〉)∑n

k=1 exp(〈hk, rw〉)

(1)

The vector representation of the entire bag sbag is
calculated via Equation 2, where rs is a random

1Considering computational time and semantic drift, the
cut-off criteria of random walk is manually set as 3.
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System P@100 P@200 P@300 P@500 Mean
Mintz† 52.3 50.2 45.0 39.7 46.8

PCNN+ATT† 73.0 68.0 67.3 63.6 68.0
RESIDE† 81.8 75.4 74.3 69.7 75.3
DISTRE† 68.0 67.0 65.3 65.0 66.3

SEP+MIEP(Unit) 81.0 73.0 70.0 64.2 72.1
SEP+MIEP(Textual) 83.0 75.0 72.3 68.6 74.7

Table 1: Precision@N from previous state-of-the-
art DS-RE models and our proposed model, where
†represents that these results are quoted from (Alt et al.,
2019), where “(Unit)” indicates the method of MI rep-
resentation proposed by (Das et al., 2016), which just
takes the last hidden state of Bi-GRU as the vector rep-
resentation of MI.
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Figure 3: Precision-Recall curves of SEP,
SEP+MIEP(Unit) and SEP+MIEP(Textual).

query vector for calculating the sentence level at-
tention asi .

sbag =

m∑
i=1

asi si,

asi =
exp(〈si, rs〉)∑m

k=1 exp(〈sk, rs〉)

(2)

Multi-hop Inference Encoding Part (MIEP).
Since a MI could be seen as a sequence of words,
or a special sentence, we apply the similar Bi-GRU
based model used in the SEP to encode a bag 2 of
MI Ch,t = {c1, ..., cm} into vector representation
cbag. Finally, we use a max pooling layer over
sbag and cbag to generate final feature vector and
calculate the probability distribution over the target
relations via the Equation 3.

p(y) = Wmax-pool(sbag, cbag) + b (3)

4 Experiments

Dataset. We evaluate our model on NYT10
dataset (Riedel et al., 2010), which is created by

2Considering computational cost, the maximum size of
bag is manually set as 10.
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Figure 4: Precision-Recall curves of previous
state-of-the-art method and our proposed model
SEP+MIEP(Textual).

aligning Freebase relational facts with the New
York Times Corpus. Sentences from the year 2005-
2006 are used for training and the sentences from
2007 are used for testing. We use ClueWeb12 with
Freebase entity mention annotations (Gabrilovich
et al., 2013) to extract MI over text.

Evaluation Metrics. We follow (Mintz et al.,
2009) and conduct the held-out evaluation, in
which a DS-RE model is evaluated by comparing
the fact triplets identified from textual data (i.e.,
the set of sentences containing the target entity
pairs) with those in KB. We report Precision-Recall
curves, Precision@N and AUC score, which mea-
sures of the area under the Precision-Recall curve.

Results. The Precision-Recall (PR) curves are
shown in Figure 4 and Figure 3. Precision@N
are listed in Table 1. The results show that, SEP-
MIEP(Textual) significantly outperforms the most
of of previous models over almost entire range
of recall, and achieve a competitive results with
the state-of-the-art models. This proves that our
proposed model is effective for DS-RE.

5 Conclusion and Future Work

In this work, we hypothesize that textual represen-
tation of MI over text is useful for DS-RE. Experi-
mental results validates our hypothesis, and more-
over, the proposed model obtains a competitive
results with the state-of-the-art models on NYT10
dataset. Although the MI over text gathered via the
random walk algorithm are proved to be useful for
DS-RE, the randomness of the MI would hinder
its effectiveness. Therefore, in the future, We will
apply more sophisticated strategy such as reinforce-
ment learning (Xiong et al., 2017; Das et al., 2017;
Lin et al., 2018) to search MI for DS-RE.
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