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1 Introduction
Fixed-dimensional cross-lingual sentence representa-

tions [1, 2, 3, 4, 5, 6, 7] are widely used to initialize
another light neural network for cross-lingual sentence un-
derstanding downstream tasks. When learning such repre-
sentations, efficiency and robustness form the core. In this
work, we explore different training tasks for learning fixed-
dimensional cross-lingual sentence representations in a 2-
layer dual-transformer framework aiming to improve the
efficiency and retain the robustness. We observe that cur-
rent cross-lingual training tasks leave a lot to be desired for
this shallow architecture. To ameliorate this, we propose
a novel cross-lingual language model, which combines the
Single-word Masked Language Model (SMLM) with
Token-level Reconstruction (TR) task. Our comparisons
with competing models on multilingual document clas-
sification verify the effectiveness of the newly proposed
training tasks for a shallow model.

2 Related Work
Training tasks for cross-lingual sentence representation

learning can be classified into 2 groups: generative or con-
trastive. As our proposed method focuses on improving
previous generative methods, we mainly revisit related gen-
erative methods in this section. Generative tasks measure
a generative probability between predicted tokens and real
tokens by training a language model. BERT-style masked
language models [8] mask and predict contextualized to-
kens within a given sentence. For the cross-lingual sce-
nario, cross-lingual supervision is implemented by shared
cognates and joint training (mBERT [8]), concatenating
source sentences in multiple languages [9, 10] or explicitly

predicting the translated token [11].1）[CLS] embedding
or pooled embedding of all the tokens is introduced as the
classifier embedding which can be used as sentence embed-
ding for sentence-level tasks [12]. Sequence to sequence
methods [1, 3, 6] autoregressively reconstruct the transla-
tion of the source sentence. The intermediate state between
the encoder and the decoder are extracted as sentence repre-
sentations. Particularly, the outstanding cross-lingual sen-
tence representation quality of LASER [3] benefits from a
massive multilingual machine translation task covering 93
languages. In our work, we revisit the BERT-style training
tasks and introduce a novel proper generative loss for the
tiny dual-transformer framework.

3 Proposed Methods

We perform cross-lingual sentence representation learn-
ing by a tiny dual-transformer framework. With regard to
the training tasks, we propose a novel cross-lingual lan-
guage model which combines SMLM and TR.

3.1 Architecture

We employ the dual transformer sharing parameters with
each other without any decoder as the basic unit to encode
parallel sentences respectively and avoid the loss in effi-
ciency caused by decoder. First, in order to design a tiny
model, we do not additionally employ any decoder to re-
construct sentences. Second, unlike TLM [9], we utilize
dual model architecture rather than a single transformer to
encode sentence pairs since it can force the encoder to cap-
ture more cross-lingual characteristics [5, 12]. Moreover,
to establish a tiny model, we decrease the number of layers
and embedding dimension to accelerate the training phase.

1） https://github.com/google-research/bert/blob/master/
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Figure 1 Model architecture

The architecture of the proposed method is illustrated
in Figure 1. We build sentence representations on the top
of 2-layer transformer [13] encoders by a mean-pooling
operation from the final states of all the positions within a
sentence. Pre-trained sentence representations for down-
stream tasks are denoted by 𝑢 and 𝑣. Moreover, we add
a fully-connected layer before computing the loss of the
cross-lingual language model. This linear layer can en-
hance our tiny model by a nontrivial margin for that the
hidden state for computing loss for the generative task is far
different from the sentence presentation we aim to train.2）

Two transformer encoders and linear layers share parame-
ters with each other which has been proved effective and
necessary for cross-lingual representation learning [15].

3.2 Training Task

Single-word Masked Language Model (SMLM). SMLM
is a single-word masked language model proposed by Sa-
bet et al. [16]. Following them, we implement their task by
a dual transformer architecture, where the transformer en-
coder for language 𝑙1 predicts a masked token in a sentence
in 𝑙1 as the monolingual loss, while language 𝑙2 encoder
sharing all the parameters with 𝑙1 encoder predicts the same
masked token by the corresponding sentence (translation
in 𝑙2) as the cross-lingual loss. Specifically, for a parallel
corpus 𝑪 and language 𝑙1 and 𝑙2, the loss of SMLM com-
puted from 𝑙1 encoder 𝑬𝒍1 and 𝑙2 encoder 𝑬𝒍2 is formulated

2） Adding a linear layer is similarly conducted in Chen et al. [14].
We can hardly obtain any accuracy on downstream tasks without this
linear layer.

as:

L𝑆𝑀𝐿𝑀 =
∑
𝑆∈𝑪

𝑙,𝑙′∈{𝑙1 ,𝑙2 }
𝑙≠𝑙′

{
− log

(
𝑃(𝑤𝑡 |𝑆𝑙\{𝑤𝑡 }; 𝜃)

)
− log (𝑃(𝑤𝑡 |𝑆𝑙′ ; 𝜃))

} (1)

where 𝑤𝑡 is the word to be predicted, 𝑆𝑙1\{𝑤𝑡 } is a sen-
tence in which 𝑤𝑡 is corrupted, 𝑆 = (𝑆𝑙1 , 𝑆𝑙2 ) denotes a
parallel sentence pair, 𝜃 represents the parameters to be
trained in 𝑬𝒍1 and 𝑬𝒍2 , and the classification probability 𝑃

is computed by Softmax on the top of the embedding layer.
We employ SMLM which is a variant of the standard

Masked Language Model (MLM) in BERT to enforce the
monolingual performance since MLM is a quite compli-
cated task for a shallow transformer encoder to learn. A
detailed comparison between SMLM and MLM under our
tiny model setting is conducted (see Section 5.3).
Token-level Reconstruction (TR). As demonstrated
above, MLM suffices not to capture the cross-lingual fea-
tures for a tiny transformer encoder, which indicates that
it is essential to introduce the reconstruction loss like that
in LASER for cross-lingual representation learning. How-
ever, introducing a decoder to implement the translation
loss will increase the training time by a large margin which
contradicts with our aiming to design a computationally-
lite model architecture.

To implement the reconstruction loss with just the en-
coder, we introduce a TR loss by which we jointly enforce
the encoder to reconstruct the word distribution of cor-
responding target sentence as shown by 𝑞 in Figure 1.
This loss is inspired from BiVec loss formulation [17] in
which cross-lingual tokens are reconstructed on the basis
of Skip-gram language model pattern [18]. Specifically,
we utilize the following KL-Divergence based formulation
as the training loss:

L𝑋𝑀𝐿𝑀 =
∑

𝑆∈𝑪
𝑙,𝑙′∈{𝑙1 ,𝑙2 }

𝑙≠𝑙′

{
− D𝐾𝐿

(
𝑝
(
h𝑆𝑙 ; 𝜃

)
∥ 𝑞

(
w𝑆𝑙′

) )
−D𝐾𝐿

(
𝑝
(
h𝑆𝑙′ ; 𝜃

)
∥ 𝑞

(
w𝑆𝑙

) ) }
(2)

where D𝐾𝐿 denotes KL-Divergence based loss and
𝑝
(
h𝑆𝑙 ; 𝜃

)
represents the hidden state on the top of encoder

𝑬𝒍 as shown in Figure 1 under the input 𝑆𝑙 . We utilize dis-
crete uniform distribution for the tokens in target language
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to define 𝑞. Specifically, 𝑞
(
w𝑆𝑙

)
is defined as:

𝑞 (𝑤𝑖) =

𝑁𝑤𝑖

∥𝑆𝑙′ ∥
, 𝑤𝑖 ∈ 𝑆𝑙′

0, 𝑤𝑖 ∉ 𝑆𝑙′

(3)

where 𝑁𝑤𝑖 means the number of word 𝑤𝑖 in sentence 𝑆𝑙′

and ∥𝑆𝑙′ ∥ means the length of 𝑆𝑙′ .
Unified Generative Task. Finally, we unify SMLM
(Eq. (1)) and TR (Eq. (2)) by redefine the label distribution
𝑞
(
w𝑆𝑙

)
for KL-Divergence based loss. It is formulated the

same as Eq. (3) if the token 𝑤𝑡 is corrupted from 𝑆𝑙′ , else
if 𝑤𝑡 is corrupted within 𝑆𝑙:

𝑞 (𝑤𝑖) =


𝑁𝑤𝑖

2 ∥𝑆𝑙′ ∥
, 𝑤𝑖 ∈ 𝑆𝑙′

1/2, 𝑤𝑖 = 𝑤𝑡

0, 𝑜𝑡ℎ𝑒𝑟𝑠

(4)

4 Training Details

We build our PyTorch implementation on the top of Hug-
gingFace’s Transformers.3）Training data is composed of
ParaCrawl v5.0 datasets for each language pair.4）We ex-
periment on English–French, English–German, English–
Spanish and English–Italian. We filter the parallel corpus
for each language pair by removing sentences which cover
tokens out of 2 languages. Raw and filtered number of the
parallel sentences for each pair are shown in Table 1. We
tokenize sentences in all the languages by SentencePiece
and build a shared vocabulary with the size of 50k for each
language pair.5）

Table 1 Training data overview

Language Pair en-fr en-de en-es en-it

Raw 51.3M 36.9M 39.0M 22.1M
Filtered 37.8M 29.6M 32.8M 17.3M

For each encoder, we use the transformer architecture
with 2 hidden layers, 8 attention heads, hidden size of 512
and filter size of 1,024 and the parameters of two encoders
are shared with each other. The sentence representations
generated are 512 dimensional. For the training phase, it
minimizes the loss for our proposed cross-lingual language
model (specifically, Unified Generative Task in 3.2). We

3） https://github.com/huggingface/transformers

4） http://opus.nlpl.eu/ParaCrawl-v5.php

5） https://github.com/google/sentencepiece

train 12 epochs for each language pair (30 epochs for
English-Italian because of nearly half number of parallel
sentences) with an Adam optimizer, learning rate of 0.001
with warm-up strategy for 3 epochs (6 epochs for English-
Italian) and dropout-probability of 0.1 by single TITAN X
Pascal GPU with the batch size of 128 paired sentences.
Training loss for each language pair can converge within 10
GPU(12GB)×days, which is far more efficient than most
cross-lingual sentence representation learning methods.

5 Evaluation
We evaluate our cross-lingual sentence representation

models by cross-lingual document classification. We select
MLDoc [19] to evaluate the classifier transfer ability of the
cross-lingual sentence representation model.
5.1 MLDoc: Multilingual Document Classifi-

cation
The MLDoc task, which consists of news documents

given in 8 different languages, is a benchmark to evaluate
cross-lingual sentence representations. We conduct our
evaluations in a zero-shot scenario: we train and validate a
new linear classifier on the top of the pre-trained sentence
representations in the source language, and then evaluate
the classifier on the test set for the target language. We
implement the evaluation by facebook’s MLDoc library.6）

5.2 Results

As shown in Table 2, our tiny transformer model ob-
tains the best results for most language pairs compared
with MLDoc baseline [19], previous fixed-dimensional
word [16] and sentence [2, 3, 6] representation learning
methods. This demonstrates that our proposed method
can obtain state-of-the-art results on MLDoc benchmark
among fixed-dimensional representation methods with an
extremely light and efficient training framework.

On the other hand, our method yield only slightly worse
performance even when compared with the state-of-the-
art pre-training + fine-tuning style methods on this task
which are referred as reference in Table 2.7）This is because
the entire model will be updated in the fine-tuning phase

6） https://github.com/facebookresearch/MLDoc

7） pre-training + fine-tuning style methods first learn a cross-lingual
language model, then conduct a deliberate task-specific fine-tuning on
downstream task [8, 20]. Sentence representations trained from this
kind of methods are usually of higher quality but lower fine-tuning
efficiency.
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Table 2 MLDoc benchmark results (Zero-shot scenario). We compare our models primarily with fixed-dimensional models in which
Bi-Sent2vec and LASER are state-of-the-art bag-of-words based and contextual sentence representation models respectively. We also

compare with pre-training + fine-tuning style methods here for reference.

Method
en-fr en-de en-es en-it

Avg.
→ ← → ← → ← → ←

baseline
MultiCCA + CNN [19] 72.4 64.8 81.2 56.0 72.5 74.0 69.4 53.7 68.0

fixed-dimensional word representation methods
Bi-Sent2Vec [16] 81.6 82.2 86.5 79.2 74.0 71.5 75.0 72.6 77.8

fixed-dimensional sentence representation methods
Yu et al. [2] 80.8 81.0 80.2 77.1 74.1 74.1 70.8 74.8 76.6
LASER [3] 78.0 80.1 86.3 80.8 79.3 69.6 70.2 74.2 77.3
T-LASER [6] 70.7 78.2 86.8 79.0 71.4 74.5 68.7 76.0 75.7
Ours 85.1 82.4 88.8 80.8 80.8 79.2 74.3 79.9 81.4

reference: pre-training + fine-tuning style methods
mBERT [8] 83.0 - 82.4 - 75.0 - 68.3 - -
MultiFit [20] 89.4 - 91.6 - 79.1 - 76.0 - -

Table 3 Different Generative Tasks

Tasks en→fr fr→en

MLM 78.5 77.6
SMLM 75.0 78.7
TR 84.2 81.2
MLM + TR 82.2 78.2
SMLM + TR 85.1 82.4

while merely an additional dense layer will be trained for
fixed-dimensional methods, which leads to their higher
efficiency.

5.3 Different Generative Tasks

We report the results with different generative tasks in
Table 3. We observe that proposed TR outperforms other
generative tasks by a significant margin on MLDoc bench-
mark. TR will yield further improvements if unified with
SMLM, which is introduced as Unified Generative Task
above in 3.2. This demonstrates the necessity of a well-
designed generative task for the tiny dual-transformer ar-
chitecture. Moreover, by comparing the en-fr and fr-en
results of LASER in Table 1 and *MLM tasks in Table 3,
we observe that the reconstruction of the original sentence
in other languages does benefit the representation quality.
This reveals why our proposed TR can achieve promis-

ing results whereas TR does not reconstruct the translation
directly.

6 Conclusion
In this work, we proposed a novel cross-lingual lan-

guage model, which combines the SMLM with TR task
for cross-lingual sentence representations learning in the
light training framework. In spite of the tiny model capac-
ity, we obtained substantial improvements on the MLDoc
benchmark compared to fixed-dimensional representation
methods. In the future, we plan to verify the performance
of the newly proposed losses in large model architectures
and extend this bilingual based method to multilingual set-
tings.
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