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1 Introduction
Speech Translation (ST) is the task of translating in-

put speech into translated text [1]. There are mainly two
approaches for this task: cascaded approach, where Au-
tomatic Speech Recognition (ASR) and Machine Transla-
tion (MT) are chained together, and end-to-end approach,
where a single sequence-to-sequence model directly trans-
lates between audio signals and target text.

Cascaded approach has a problem of error propagation:
possible errors produced by ASR are input to MT without
any fix. On the other hand, end-to-end approach does not
produce such kind of ASR errors, because the target text
is directly produced. Therefore, end-to-end approach is
becoming more popular in recent days.

However, end-to-end approach still has a problem of data
scarcity. It is not easy to collect ST datasets, because they
require triplets of source speech, source transcript, and tar-
get translation. To address the problem of data scarcity,
previous studies have tried to use information from other
languages. One of the existing models is the joint multilin-
gual model, where a single model is used to process multi-
ple languages [2, 3, 4] (Figure 1, left). Unfortunately, this
joint model only improves performance on high-resource
language pairs (Table 2). We hypothesize that this is be-
cause of 1) the difference in data size for each language and
2) pushing too many tasks on a single model. These prob-
lems are thoroughly examined in the field of multilingual
MT [5, 6, 7].

In the meantime, transfer learning for ST using ASR
has recently been explored [8, 9]. They show that ASR
pre-training on a high resource language can improve low-
resource ST performance (Figure 1, right). Another direc-
tion of improving ASR using ST has also been explored
[10]. Their studies are based on the assumption that both
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Figure 1 Existing methods for multilingual ST. Left: joint
model. Right: ST with ASR pre-training.

ASR and ST can be viewed as what is called a speech-
to-text task, and one can improve the other by transfer
learning.

However, ST is a more complicated task than ASR, be-
cause it requires more abstract representations to perform
translation. There is a study that shows the complexity of
ST encoder [11]. On the decoder side, some studies have
tried to use MT decoder to initialize ST decoder [4, 12].
These studies are showing improvements, but the task dif-
ference between ASR encoder and ST encoder, and be-
tween MT decoder and ST decoder leaves room for further
improvements.

To address the above problems, we propose cross-lingual
transfer learning for end-to-end ST, where we transfer pa-
rameters of ST models from one language pair to another.
At most three languages are involved during training, and
transfer of information is performed on the same task. This
can solve the problem of too many tasks on a single model,
and also the task difference between ASR/MT and ST. Our
method shows improvement up to 2.28 BLEU, and is ef-
fective for both high-resource and low-resource language
settings.
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Figure 2 Overview of a speech-to-text task.

2 Preliminary

End-to-end ST is one kind of speech-to-text tasks
(ASR/ST). Figure 2 shows an overview of the task.

In a speech-to-text task, we have a pair of source speech
and target text, denoted as S = {(𝒙, 𝒚)}. 𝒙 and 𝒚 are
from the same language if the task is ASR, and different
if the task is ST. Here, 𝒙 = (𝑥1, . . . , 𝑥𝑇 ) is a sequence
of acoustic signals per utterance, and 𝒚 = (𝑦1, . . . 𝑦𝑁 ) is
a sequence of characters per utterance. Each utterance
mostly corresponds to one sentence, but can be two or
more sentences.

First, we extract speech features (i.e., filterbank) from
audio signals and get a sequence of frames. Fourier trans-
form, Mel-scale conversion, log conversion are sequen-
tially applied to the frames, which becomes a set of 𝑑

dimensional vectors called 𝑑-dimensional log Mel filter-
bank.

Then we input the vector into the encoder of a sequence
to sequence architecture. Here we use Transformer [13].
We apply positional encoding to the input vectors, which
are fed into the encoder. Each encoder layer has a self-
attention layer and a feed-forward layer with addition &
normalization layers. On the decoder side, embedded vec-
tors are calculated and positional encoding is applied as
well. Each decoder layer has a masked self-attention layer,
a cross-attention layer and a feed-forward layer with addi-
tion & normalization layers. After decoder layers, we have
a linear layer and a softmax layer. The model is updated
using cross-entropy loss:

𝐿 = − log 𝑃(𝒚 |𝒙)
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Figure 3 Proposed method. ST with ST pre-training and ASR
encoder pre-training.

3 Cross-lingual Transfer for ST

The overview of our method is described in Figure 3. We
use 3 speech-text pairs, S1 = {(𝒙1, 𝒚1)}, S2 = {(𝒙2, 𝒚2)},
and S3 = {(𝒙3, 𝒚3)}. Source speech 𝒙1, 𝒙2, and 𝒙3 are
from different languages, and target text 𝒚1, 𝒚2, and 𝒚3 are
all English. There is no overlap between 𝒚1, 𝒚2, and 𝒚3.

Stage 1: ASR pre-training First, we trained an ASR
model using S1 = {(𝒙1, 𝒚1)} (En-En in Figure 3) to initial-
ize ST encoder, following previous work [3, 8].

Stage 2: ST pre-training Secondly, we trained ST on
one language pair using S2 = {(𝒙2, 𝒚2)} (Zh-En in Fig-
ure 3). We call the source language 𝒙2 as the "second
language." As for encoder initialization, all self-attention
layers, feed forward layers, and addition & normalization
layers are shared with the ASR encoder at stage 1.

Stage 3: ST fine-tuning Finally, using the ST encoder
and decoder as initialization, we trained ST on another
language pair using S3 = {(𝒙3, 𝒚3)} (Ja-En in Figure 3).
We call the source language 𝒙3 as the "third language."
As for initialization, all of the encoder layers, the decoder
layers, the linear layer, and the softmax layer are shared
with those at stage 2.

4 Experiments

4.1 Dataset

We used CoVoST2 [2], a large-scale multilingual ST cor-
pus which covers translations from 21 languages to English
and from English to 15 languages. We used the former part
of 21 languages to English, and chose 13 languages in ad-
dition to English (Table 1) following previous work [3].
We can see that English, French, Germany, and Spanish
are high-resource languages, while others are low-resource
ones.
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Table 1 Number of utterances per language. Empty audio files included in the original dataset are removed during pre-processing.
En Fr De Es Zh Tr Ar Sv Lv Sl Ta Ja Id Cy

Train 289,413 207,372 127,824 79,013 7,085 3,966 2,283 2,160 2,337 1,843 1,358 1,119 1,243 1,241
Dev. 15,531 14,760 13,511 13,221 4,843 1,624 1,758 1,349 1,125 509 384 635 792 690
Test 15,530 14,760 13,511 13,221 4,898 1,629 1,695 1,595 1,629 360 786 684 844 690

4.2 Pre-processing

We extracted 80-dimensional log Mel filterbank features
with frames of 25 ms length and 10 ms stride. Utterance
level cepstral mean variance normalization (CMVN) was
applied to the feature. SpecAugment [14] with LB policy
was applied to avoid overfitting. SentencePiece [15] was
used to make character vocabulary for each language.

4.3 Model training

We used the fairseq S2T [3] toolkit for the experiments.
We used Transformer with 6 encoder layers and 12 decoder
layers where the hidden dimension size is 256 and the
number of attention heads is 4. Label smoothing was
applied when computing the cross-entropy loss.

Stage 1: ASR pre-training First, we conducted En-
glish ASR pre-training, because English is the highest re-
source language in this corpus. We used the adam opti-
mizer with an inverse square root learning rate scheduler.
We linearly increased the learning rate from 0 to 0.001
until 10,000 updates. Thereafter we decayed the learning
rate proportional to the number of updates. We stopped
training after 100,000 updates and averaged the parameters
over the last 10 epochs.

Stage 2: ST pre-training Secondly, we loaded the pa-
rameters from the ASR encoder at stage 1, and trained ST
on a language pair S2 = {(𝒙2, 𝒚2)}. As source (second)
languages 𝒙2, we chose French and Chinese. We chose
French because it is the highest resource language pair,
and Chinese because it is the highest one other than Euro-
pean languages. Again, we used the adam optimizer with
an inverse square root learning rate scheduler, this time
the learning rate was increased to 0.002 and then decayed.
We stopped training after we had seen no improvement in
terms of development set loss over 10 epochs, and used the
best epoch for evaluation.

Stage 3: ST fine-tuning Finally, we loaded all the
parameters at stage 2, and trained ST on another language
pair S3 = {(𝒙3, 𝒚3)}. The vocabulary was also shared with
the second language. The optimizer and the learning rate

scheduling was the same as stage 2. The model was trained
for the same epochs as stage 2 and the last checkpoint was
used for evaluation.

4.4 Decoding and Evaluation

For decoding, beam search was used with beam size 5.
BLUE score was calculated with sacreBLEU [16].

4.5 Results

Table 2 shows the BLEU scores for test sets. The first row
is our baseline, which is ST with ASR encoder pre-training.
The second and third rows show the results of our proposed
method. Cross-lingual Fr denotes our proposed method
where the second language is French, and cross-lingual Zh
is a Chinese one. These are based on our experiments,
and the last two rows are from a previous study [3]. They
show that the joint model improves the results compared to
bilingual one in Fr, De, Es, and Zh, but in other languages
the performance is degrading.

In our experiments, the scores of either of our methods
outperformed the baseline scores in languages other than
Chinese. For example, in Spanish-English ST, our cross-
lingual Fr is better than bilingual one by 2.28 BLEU.

We conjecture that the linguistic similarity between the
second language and the third language is important in
our method. For example, when the second language is
French, Ja-En ST BLEU score is 0.24, which is lower than
the bilingual one. However, when the second language is
Chinese, it improves to 0.94. French and Japanese have
little in common in terms of vocabulary and grammar, but
Chinese and Japanese have similar vocabularies.

4.6 Case Analysis

Table 3 shows an example from De-En, which is a high-
resource language pair, and Ja-En ST, which is a low-
resource one.

In De-En ST, cross-lingual Fr produced the best transla-
tion. Bilingual one could not correctly predict the position
of From the earth. Cross-lingual Zh could predict the posi-
tion correctly, but it is Of the earth, not From the earth. We

― 1462 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



Table 2 BLEU scores for test set. ∗Encoder initialized with English ASR. †Wang et al., 2020 [3]. ‡Trained jointly on 21 languages
with temperature based sampling (𝑇 = 2).

Fr De Es Zh Tr Ar Sv Lv Sl Ta Ja Id Cy
Bilingual∗ 24.66 14.12 20.65 4.02 2.01 0.37 1.56 0.45 0.46 0.17 0.31 0.61 0.43

Cross-lingual Fr - 16.21 22.93 1.27 2.53 0.24 2.36 2.31 2.78 0.16 0.24 2.23 2.36
Cross-lingual Zh 24.82 14.41 21.36 - 3.39 2.28 1.99 1.34 1.33 0.24 0.94 1.36 2.47

Bilingual†∗ 26.3 17.1 23.0 5.8 3.6 4.3 2.7 2.5 3.0 0.3 1.5 2.5 2.7
Joint†‡ 26.5 17.5 27.0 5.9 2.3 0.4 0.5 0.6 0.7 0.1 0.1 0.3 1.9

Table 3 Example sentences from the test set of De-En and Ja-En ST. Transcription and Reference are given in the dataset, and others
were predicted during decoding. Colored words are referred to in Section 4.6 and the same color corresponds to the same meaning.

∗Encoder initialized with English ASR.
De

Transcription Von der Erde sieht man immer dieselbe Seite des Mondes.
Reference From the earth you always see the same side of the moon.
Bilingual∗ You are always looking from the earth of the moon.

Cross-lingual Fr From the earth, one always sees the same side of the moon.
Cross-lingual Zh Of the earth you always look like this side of the moon.

Ja
Transcription 父は木にはしごを立てかけた。

Reference Father set the ladders against the tree.
Bilingual∗ My father husband home home home.

Cross-lingual Fr The lady treated that man magnanimously.
Cross-lingual Zh Father trained to be a cold.

can also see that cross-lingual Fr predicted sees correctly,
but others were like looking from or look like.

In Ja-En ST, the sentence from the bilingual baseline is
not grammatically correct. On the other hand, the sentence
produced by our method is more natural English, although
the meaning of it is far from the original one. Cross-lingual
Zh is better than cross-lingual Fr in that it correctly predicts
Father. We can say that our method is effective for both
high-resource settings and low-resource settings.

5 Conclusion and Future Work
We proposed end-to-end ST with cross-lingual trans-

fer learning, which is effective for both low-resource and
high-resource settings, especially when the knowledge is
transferred from a linguistically similar language. In the
future, we will explore the joint model considering lin-
guistic similarity. We will also explore which layer of
the encoder/decoder at stage 2 has effective information to
transfer.
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