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1 Introduction
Text summarization is a classic NLP task that has a

long history. Starting from probabilistic model-based ap-
proaches in the last century, researches have now shifted
their attention to summarization models based on pre-
trained language models. Pre-trained language models,
highlighted by BERT [1] introduced in 2018, have signif-
icantly improved the state-of-the-art performance of many
NLP tasks, including summarization. However, when
generating summaries, pre-trained language models have
shown insufficiency in detecting repetition or negligence of
key information. To cope with such a problem, we propose
a refinement on the model by adding a module of semantic
coverage detection implemented by probabilistic or neural
network models, to help alleviate the problem.

2 Background

2.1 Text Summarization

Text Summarization is the NLP task that requires the
model to give a stream of texts based on the source. The
output should be a shorter text which keeps the main ideas
from the source. By the nature of how the summary is
generated, we can further classify the task into two cat-
egories, namely extractive summarization and abstractive
summarization. Extractive summarization means to select
sentences from the original text as the summary, while
abstractive summarization requires the system to generate
words and sentences on its own.

Until recently, due to the limitation of computational
power and theory, the majority of summarization models
focused on probabilistic-model-based extractive summa-
rization methods. However, with the rapid development of
deep learning technology, many researchers have started

to explore the potentials of machine learning based tech-
niques. SuMMaRuNNer [2], is one of the first extractive
summarization models that uses Recurrent Neural Network
(RNN) and has achieved a state-of-the-art performance at
the time. Then, other models, such as NeuSum [3], Sumo
[4], have improved the performance of extractive summa-
rization. Recently, with the introduction of Pre-Trained
Language Model, such as BERT [1], many researchers
have successfully pushed forward the performance to a
higher level.

2.2 Pre-Trained Language Model

Earlier this century, apart from the summarization task,
scientists have created many different models and systems
to solve various NLP tasks. However, due to the fact that
these models are trained for very limited (in most cases,
only one) tasks and with a small amount of data, such
models show great insufficiency in adjusting to the change
of input.

In order to counter this problem, researchers have started
implementing the idea of creating a general language model
that fits for all scenarios, and such idea is now referred to
as the Pre-Trained Language Model (PLM). As we can
see from Fig. 1, a pre-trained language model is first fed
with an enormous amount of unannotated data. The model
will be able to "learn" the language in this process, and
then, we can "fine-tune" this model by training it with task-
specific data sets. Because the model has been fed with
large amounts of data about the language, it will be easier
for it to adjust itself and of what to do with specific tasks.

Pre-trained language models, with all the corpus learned
before fine-tuning, can minimize the confusion of the
model when seeing a new sequence of text. It has been
usually used to enhance performance in language under-
standing tasks, and have been proven to have obtained
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state-of-the-art performance in many NLP tasks. Very
recently, there are successful attempts to apply pre-trained
models to various language generation problems.

Figure 1 Generic Concept for Pre-Trained Language Model [5]

Bidirectional Encoder Representations from Transform-
ers, or BERT [1], is arguably the most important pre-trained
language model in the past 5 years. Developed by Google in
2018, it is a multi-layer bidirectional transformer encoder.
BERT is a model pre-trained on two tasks, namely masked
language modeling and next sentence prediction. Masked
language modeling is the task in which we try to predict
the input tokens that are intentionally masked at random,
while next sentence prediction is a binary classification
task that requires the system to determine if the second in-
put sentence is actually directly connected to the first input
sentence. The two tasks help the model to understand the
language on both word-level and sentence-level, therefore
allowing the model to be able to handle any downstream
single sequence and sequence-pair tasks without signifi-
cant task-specific modification on the structure. At the
same time, some small changes are still possible to fit the
specific requirements of downstream tasks, which helps it
gain both flexibility and generality. With such outstanding
properties, many models based on BERT has been imple-
mented in a short period of time, and have advanced the
state-of-the-art performance for many NLP tasks, includ-
ing summarization. Liu et al. [6] are among the first one
to apply BERT in the task of summarization. In their ap-
proach, they created a general framework that incorporates
the task of extractive and abstractive summarization（we
will not go too much into the detail of abstractive summary
in this research） together in one model. As shown by
their results, compares to other models at the time, it has
improved the ROUGE score by a decent amount.

2.3 Semantic Similarity

Semantic similarity is an idea that is often used in ma-
chine translation or paraphrasing tasks as a way to measure
how similar two sentences are to each other. Defining

similarity of sentences is a task that involves objective jus-
tification. So many researchers have proposed different
approaches to this problem. We will visit some widely-
used approaches in this section.

2.3.1 Probabilistic Similarity

TF-IDF [7], introduced in 1972, is one of the first nu-
merical statistical approaches that aims at reflecting how
important a word is to a document in a collection or corpus.
The metric includes two parts, which are term frequency
(TF) and inverse document frequency (IDF), respectively.
TF measure how important one word is to a single docu-
ment, based on the assumption that the words that show up
more frequently in a document are more important. While
on the other hand, IDF measure how much a word shows
up in a group of documents, and gives words that shows up
more often a lower score. Then, TF score is multiplied to
IDF score to obtain the TF-IDF score, which gives higher
scores to more important words with "actual meaning" in
a document, and neglects common words with no actual
meaning, such as "the", "a", etc. Justified by information
theory, TF-IDF is one of the most popular term-weighting
systems, and some report [8] states that more than 80% of
digital library uses tf-idf in their text-based recommenda-
tion system.

2.3.2 Semantic Coverage Vector

While probabilistic models are easy to implement, and
gives good results in many scenarios. They have very obvi-
ous shortcomings in comparing the texts that are in differ-
ent languages or have many synonyms. Therefore, many
researchers have proposed other approaches to counter this
problem. One effective approach is the semantic coverage
vector ("SCV") [9].

SCV is introduced in an attempt to deal with the over-
translation and under-translation issue in Neural Machine
Translation (NMT) task. In this approach, a coverage set
is maintained to keep track of which source words have
been translated (or "covered") by the translation. More
specifically, the coverage is defined by an attention model
that scores how well the generated sentence 𝑦 𝑗 matches
with the original sentence ℎ 𝑗 called coverage vector. Such
a coverage vector will keep track of the attention history,
and will be fed into the attention model to help adjust
future attention. In this way, it will help determine to
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what degree a new sentence will bring new information,
therefore, help alleviate the problem of over-translation and
under-translation.

Figure 2 Semantic Coverage Vector Showing both
over-translation and under-translation [9]

3 Purposed Method

As mentioned in previous sections, a PLM-based sum-
marization model gives much improvement to the quality
of extractive summarization. However, PLM-based mod-
els have shown a tendency of over-focusing the key points,
thus creating repetition and negligence of information at the
same time. To deal with this problem, we define the degree
of coverage to be the degree of how much information from
the original text is being touched in the summary, and we
here make the assumption that the degree of coverage is an
indicator of summary quality.

In this research, we try to explore the effect of different
metrics for coverage. We will try both probabilistic model
and deep learning based model. We use BERTSUM [6] as
the basic structure for the model. For training, we followed
the process being used in their paper. When generating
the summary, we add the coverage score in as an indepen-
dent factor. For an extractive summary, the coverage score
is calculated for each sentence in the extractive summary
task, and then a new score is obtained by combining the
score given by BERTSUM model and the coverage score.
We use this is as the basis of choosing sentence into the
summary. TF-IDF calculation does not require extra train-
ing, we utilitize the statistical data from the dataset that is

Model R-1 R-2 R-L
BERTSUM(benchmark) [6] 41.82 19.08 38.28
BERTSUM + TFIDF 41.90 19.20 38.31
BERTSUM + SCV 41.34 18.55 37.63

Table 1 Extractive Summarization with Information Coverage
Analysis

being tested to calculate the idf score, as for the semantic
coverage vector approach, we train the data with the same
data set for summarization.

4 Experiments Set-up and Results

4.1 Data Set

We evaluated our model on the benchmark dataset that is
widely used to evaluate a summarziation task, namely the
CNN/DailyMail dataset [10]. The dataset has collected the
about 300,000 pieces of news from CNN and Daily Mail,
each with a three-sentence summary created by the edi-
tors. The average document length is around 700 words,
while the average summary length is 50 words. These sum-
maries are treated following the standard split into training,
validation, and test sets.

4.2 Evaluation

We used the standard ROUGE [11] metric to measure
the quality of summaries. ROUGE, or Recall-Oriented Un-
derstudy for Gisting Evaluation, compares the generated
text against a human-produced reference text to measure
their word-level similarity. ROUGE has a few variants,
where ROUGE-N is calculated based on the overlap of N-
grams between the generated text and the reference, while
ROUGE-L is calculated based on the longest common se-
quence.

4.3 Results

We tested the effect of two coverage metrics on the
dataset, and the result is listed in Table 1. As the num-
bers largely explain themselves, we have observed small
improvement on ROUGE score when using TF-IDF as the
metric of summary on both extractive and abstractive tasks.
But the SVC metric does not bring improvements.

5 Discussion and Future Work
As shown from the result, the relatively easy method,

TF-IDF, actually gives improvement to the summary qual-
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ity. We believe the reason behind this improvement is that
the sum of TF-IDF scores of all possible terms and docu-
ments will be able to recover mutual information between
documents and terms taking into account all the speci-
ficities of their joint distribution [12]. That is, the TF-IDF
score of each sentence is actually directly connected to how
much information is brought by them. Such justification
suggests the correctness of the idea that uses information
coverage analysis for extractive summarization. However,
for semantic coverage vector, as introduced in the back-
ground section, it is a method that has been originally used
in the machine translation task, where the texts before and
after translation are about the same size. This is not a
property that the summarization task has, so due to this
key difference, training SCV model with a summarization
dataset without making changes to the model itself is not
working as expected. We have noticed that when giving
more weight to the SCV score, the ROUGE score will de-
crease even further. Therefore, it seems some change, or
a more suitable neural model should be used for coverage
analysis.

For future work, we will explore more approaches to de-
termine the information coverage of sentences. There are
some other candidate models that might work in this sce-
narios. We will explore if they can bring a better ROUGE
score for summarization. Other than that, we will also
explore if the dataset has anything to do with the score.
Other than commonly used news datasets like XSum [13],
the performance of models on non-traditional news datasets
is also worth exploring.
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