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1 Introduction

It is now established that many benchmarks of natural
language understanding contain superficial cues, which
enable models to solve the task using shortcuts that do not
generalize to datasets without these shortcuts [3, 13, 7, 8,
14, 4].

Previous works have employed two main approaches
to mitigate superficial cues. The first approach is to
discard instances that contain superficial cues using lan-
guage models (LMs). For example, Zellers et al. [15]
create SWAG using adversarial filtering which removes
instances that can be easily solved by existing finetuned
LMs. Zellers et al. [16] then created HellaSwag, a more
challenging dataset than SWAG [15], using adversarial
filtering with BERT [2]. However, this approach may re-
duce question diversity, as Gururangan et al. [3] notes on
SNLI, and creates distributional bias [16] that can be ex-
ploited by other models not used in the filtering process.
SWAG has been shown to contain superficial cues [14],
and our analysis reveals superficial cues in HellaSwag:
ALBERT [5] trained on only the answers achieved 76.2%
accuracy.

The second approach is to efficiently reuse existing
benchmarks and to change the training process of mod-
els. For example, Poliak et al. [9] use adversarial training
to unlearn hypothesis-only bias on SNLI [1] and Stacey
et al. [12] extends this approach by using an ensemble of
adversaries. Schuster et al. [11] propose to weigh training
instances based on the difficulty in the training objective.
However, this approach requires solving additional opti-
mization problems.

Here, we introduce AddNone—an automatic method
that reuses the full existing dataset, does not rely on LMs,
and does not change the training process—for mitigating
superficial cues in multiple-choice benchmarks. Specif-
ically, for each multiple-choice question, consisting of a
context and multiple choices (Fig. 1, A), we introduce
“None of the above” (Fig. 1, B, Q1). We then duplicate
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easy!

Q1: 
“The tree chased the cat.”

a) A tree cannot run.
b) Trees have leaves.
c) Cats & dogs have fur.

Q1: 
“The tree chased the cat.”
a) A tree cannot run. 
b) Trees have leaves.
c) Cats & dogs have fur.
d) + None of the above.

A) Original question

???

B) Add “none of the above”

Q2: 
+ “The mouse chased the cat.”
a) A tree cannot run. 
b) Trees have leaves.
c) Cats & dogs have fur.
d) + None of the above.

Figure 1: A question containing a superficial cue (highlighted) that
allows models to easily pick the correct answer (bold) (A). AddNone
adds None of the above (B, Q1) and automatically generates a twin
question with the same choices but a different context that makes None
of the above the correct answer (B, Q2). The superficial cue is now less
effective since it appears both as correct and incorrect.

the question and change the correct answer to “None of
the above” by replacing the context (Fig. 1, B, Q2). This
creates twin questions with the same choices but different
contexts and correct answer, forcing models to consider
the context while solving them. Our approach does not
discard any instances, and modifying the data is compu-
tationally cheap and fully automated. Additionally, we do
not have to modify the models and their training process
except having the extra choice.

In summary, our contributions are as follows:
• We show that the answers in Commonsense-Explanation
(Cs-Ex), HellaSwag and SWAG, commonly used com-
monsense benchmarks, contain superficial cues (§2),
and that training on these datasets leads to poor gen-
eralization on datasets without superficial cues (§4);

• We present AddNone, a method for mitigating superficial
cues in multiple-choice benchmarks, and apply it to these
benchmarks (§3);

• We empirically show that training on AddNone-modified
datasets encourages models to assess the association be-
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tween a context and its choices, leading to better gener-
alization on dataset without superficial cues (§4).

2 Cues in Cs-Ex, HellaSwag, and
SWAG

In this section, we show that commonly used common-
sense datasets, Cs-Ex, HellaSwag and SWAG, contain
easy-to-exploit superficial cues.1 All three benchmarks
are multiple-choice tasks in which the model is required to
choose the correct ending for a given incomplete sentence
(SWAG, HellaSwag) or the reason why a given statement
is false (Cs-Ex). The authors of Cs-Ex aimed to mitigate
superficial cues by employing strict guidelines for crowd
workers, while the authors of SWAG and HellaSwag made
use of LM-based adversarial filtering. SWAG and Hel-
laSwag should not be solvable by an LM in an answer-only
setting, namely, by an LSTM-LM trained on the Book
Corpus for SWAG, and by BERT for HellaSwag.

2.1 Input Ablation

We first ablate the input, i.e., we provide models with
contextless questions (answers only). This setup follows
similar ablations by Gururangan et al. [3], McCoy et al. [7]
and is designed to reveal whether the answers contain su-
perficial cues that allow models to solve the task by taking
shortcuts, such as relying on different token distributions
in correct and wrong answers.

We finetune BERT, RoBERTa [6], and ALBERT in this
contextless setting. The high accuracy of BERT (87.8%),
RoBERTa (85.3%) and ALBERT(85.7%) on Cs-Ex shows
that the strict crowdsourcing protocol for creating this
dataset was not effective, since even without the context,
models are still able to identify the correct answer con-
siderably above random chance (Table 1). On SWAG,
model accuracies are similarly high, while on HellaSwag,
the effect of using BERT for adversarial filtering is clearly
visible in BERT’s accuracy (37.0%). However, this filter-
ing is not effective for RoBERTa (70.5%) and ALBERT
(76.2%).2 These results show that the answers of Cs-Ex,
HellaSwag, and SWAG all contain exploitable superficial
cues.

1Trichelair et al. [14] showed, using a different analysis method than the
one presented here, that SWAG contains superficial cues. We include
this dataset for completeness.
2When creating HellaSwag, the authors envisioned a co-evolution of
models and datasets, in which increasingly stronger models are used as
filters to create increasingly harder datasets, which, in turn, are used to
train increasingly stronger models. However, given RoBERTa’s worse
accuracy on Cs-Ex, the question arises whether RoBERTa’s strong
results on answers-only HellaSwag are due to being stronger than the
filter (i.e., BERT) or merely different than the filter.

Model Cs-Ex HellaSwag SWAG

Random 33.3 25.0 25.0
ALBERT 85.7±0.7 76.2±0.1 81.1±0.1

RoBERTa 85.3±0.4 70.5±0.4 79.1±0.2

BERT 87.8±0.3 36.8±0.5 73.1±0.3

Table 1: Average accuracy with standard deviation (subscript) of models
trained on the answers only.

2.2 Token-based Superficial Cues
To identify the actual superficial cues models may exploit,
we collect unigrams that are predictive of the answer, us-
ing the productivity measure introduced by Niven and
Kao [8, see definition in ]. Intuitively, the productivity
of a token expresses how precise a model is if it predicts
only based on the presence of this token in a candidate
answer. We found that not is highly predictive of the
correct answer on Cs-Ex, followed by to. On SWAG and
HellaSwag, unigram token productivity is below 20, sug-
gesting that RoBERTa exploits different signals to achieve
high accuracy in the answers-only setting. Bigram token
productivity was much lower.

To further investigate the exploitability of unigram
cues, we train a binary bag-of-word classifier to predict
if a given choice is a correct or wrong answer. On Cs-
Ex, this classifier achieved 89.5% accuracy, showing that
correct and wrong answers are clearly distinguishable and
confirming that the task is solvable with token-level cues.
On SWAG and HellaSwag, the classifier fails to reach
majority accuracy. This further confirms that superficial
cues in SWAG and HellaSwag are not token-based.

3 AddNone to Mitigate Superficial
Cues

To mitigate superficial cues in the answers, we ensure
that each correct answer appears at least once as a wrong
answer. This breaks the direct link between the cues and
the correctness of the answer, since they now also point to
the wrong answer at least once. To achieve this, one can
duplicate each question and manually modify it so that
an alternative choice becomes correct (henceforth, twin
question) [8, 4], however, this does not scale to larger
datasets.

As a scalable alternative, we propose creating twin
questions by adding none of the above as an additional
choice in all questions, then automatically replacing one
of the contexts so that the added choice becomes the cor-
rect answer. This is similar to previous methods [8, 4],
however, creating a context that does not fit any answer
can be automated while curating one that specifically leads
to an alternative answer requires creativity, i.e., a manual
effort.

For example, consider the following question from Cs-
Ex with the additional choice included.
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Dataset Easy Hard Total

Cs-Ex 1,896 125 2,021
HellaSwag 8,469 1,573 10,042
SWAG 18,217 1,789 20,006

Table 2: Number of Easy and Hard instances

Context: she danced to the piano
a) piano can not be danced to
b) piano can produce beautiful sounds
c) some people are born to dance

+ d) None of the above
This question stays unchanged, with only an added choice
that is not correct in this case. Its twin, shown below, has
its context replaced by a similar context that renders the
correct answer (in bold above) incorrect.

Context: he types using a piano
a) piano can not be danced to
b) piano can produce beautiful sounds
c) some people are born to dance

+ d) None of the above

The replacement context is extracted from the set of
all training contexts in the dataset. Candidate contexts
should be similar enough to the original context to avoid
trivial solving by (dis)similarity. In our experiments, we
calculated the cosine similarity between TF-IDF vectors
of all training contexts and the context to be replaced, and
picked the most similar context, allowing the similarity
to be 0.97 or below. Theoretically, it is possible that
the replacement context is a paraphrase of the original
context, however, in practice, we did not find this to be a
problem. We used 90% of the original questions to create
twin questions.

4 Experiments

4.1 Evaluation on Hard and Easy Subsets

To investigate if ALBERT, RoBERTa, and BERT learn to
rely on superficial cues when trained on the original Cs-
Ex, HellaSwag, and SWAG dataset, we split the evaluation
set into (i) questions with superficial cues, Easy subset,
and (ii) questions without superficial cues, Hard subset.
The Easy subset consists of instances that are correctly
solved by ALBERT or RoBERTa over three random seeds
without being provided the context,3 and the Hard subset
consists of the remaining instances. The statistics of each
subset are shown in Table 2.

The models trained on the original dataset perform
badly on the Hard subset, while they perform much better
on the Easy subset (Fig. 2). This indicates that the models
strongly rely on superficial cues and the reported accuracy

3We do not use BERT because it was used for adversarial filtering of
HellaSwag.
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Figure 2: Average accuracy and standard deviation of models on Easy
questions with superficial cues and Hard questions without superficial
cues. On Hard questions, models trained on AddNone, and AddNone-eq
(which is equal in size to the original dataset) perform better.

on these datasets may be inflated.

4.2 Evaluation of AddNone
How effective is AddNone in removing superficial cues,
and how does it translate to model performance? We
train ALBERT, RoBERTa, and BERT on the AddNone-
modified Cs-Ex, HellaSwag, and SWAG (AddNone mod-
els), and evaluate them on the original Hard and Easy
subsets.

As expected, training on the AddNone-modified
datasets degraded the accuracy on the Easy subset con-
taining superficial cues across all models and benchmarks
(Fig. 2). This indicates that the models were discouraged
from exploiting superficial cues.

On the other hand, AddNone-modified datasets im-
proved the accuracy on the Hard subset lacking superficial
cues. This suggests that the models were encouraged to
learn more task-related cues, which lead to better gener-
alization resulting in higher performance on the test set.

To control for data size, we repeated the experiments on
AddNone-modified datasets that are equal in size to their
originals (AddNone-eq) and found that the results still
support the effectiveness of AddNone (Fig. 2). Rajpurkar
et al. [10] proposed crowdsourcing unanswerable ques-
tions instead of generating them automatically, however,
here we found that creating these automatically improves
the model generalization.
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Dataset Model Original AddNone

C NC C NC

Cs-Ex

BERT 92.7 75.4 91.6 50.5
RoBERTa 93.9 76.0 93.7 61.3
ALBERT 94.6 60.0 93.0 43.2

HellaSwag

BERT 41.1 33.1 39.1 30.6
RoBERTa 81.3 65.6 79.7 61.5
ALBERT 85.4 61.4 84.7 53.3

SWAG

BERT 84.3 67.6 83.9 65.7
RoBERTa 89.0 75.5 88.3 74.0
ALBERT 89.9 75.8 89.3 73.4

Table 3: Overall average accuracy of full-input models evaluated on
context (C) and contextless (NC) setting. The larger drop of accuracy
in AddNone-modified datasets indicates that models trained on original
dataset rely more on superficial cues in the answers.

4.3 Model Sensitivity to Context
Are the models trained on AddNone-modified datasets
more sensitive to given contexts? We compare AddNone
models with the models trained on the original datasets
(original models) on the test set with context (C) and
no context (NC). Here, we use the same models whose
results are shown in Fig. 2. AddNone models are more
sensitive to the context than the original models across
all datasets, indicating that AddNone models’ predictions
depended more on the connection between the context and
the choices (Table 3).

5 Conclusions
We introduced AddNone, a simple and LM-independent
method for mitigating superficial cues in multiple-choice
benchmarks. AddNone can reuse existing benchmarks, al-
lowing researchers to make more efficient use of the exist-
ing benchmarks instead of creating new ones. Our exper-
iments demonstrated that training on AddNone-modified
datasets encourages models to assess the association be-
tween a context and its choices, leading to better general-
ization on datasets without superficial cues.
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