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Abstract

In this paper, we propose a method that incorporates
cross-lingual word embedding similarity and degree of
co-occurrence in parallel sentences to automate the pro-
cess of recognizing interlingual homographs. We conduct
experiments with multiple word embedding models and
different co-occurrence metrics in both Chinese-Japanese
and English-Dutch language pairs. Experimental results
demonstrate that our proposed method is able to produce

accurate and consistent predictions across languages.

1 Introduction

When learning a foreign language, we often come across
words in different languages sharing identical orthographic
forms. This is commonly seen in languages with similar
writing systems. Such form-identical words with similar
semantic meaning across languages are called cognates,
while those with different semantic meanings are called in-
terlingual homographs [1, 2]. For instance, the Dutch word
“angle” means “sting”, as opposed to its form-identical
word in English. It is not unique for phonographic writ-
ing systems. In languages sharing logographic writing
systems [3] such as Chinese and Japanese, we can also
see interlingual homograph examples like the word “*f
17, which means “gentle” in Chinese whereas “peace”
or “harmony” in Japanese. For second language learners,
interlingual homographs can cause learning difficulties as
second language acquisition often comprises relating a for-
eign language to ones’ native language [4, 5]. Likewise,
interlingual homographs can also pose challenges to nat-
ural language processing (NLP) tasks. However, unlike
the in-depth investigation of monolingual homographs in
tasks like word sense disambiguation and machine trans-
lation [6], less attention has been paid to the interlingual

homographs. Dominant approaches in psychology and lan-
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Word Sentence example
BRIEARKHWNKHIARK.
*This Technology will influence the future of humanity.
Cognate P — =
B3 LRRAE o T B
*A bright future is waiting.

R — MR FRIFIN

*Te is a man with gentle character.

AP HRT 3.

*Make contributions to world peace.

Interlingual
Homograph SEF

Figure1 AnExample of cognate and interlingual homographin
Chinese-Japaneses. * denotes the English translation of sentence
examples.

guage education introduce interlingual homograph recog-
nition to alleviate the semantic ambiguity. Despite the
merits, massive manual annotation works by bilinguals are
quite costly [2].

We contribute to this question by automating the pro-
cess of recognizing interlingual homographs, which can
be executed efficiently allowing the absence of linguistic
knowledge. Specifically, we manage to involve context
features by adopting word embedding similarity and de-
gree of co-occurrence to perform recognition. We conduct
experiment on two pairs of languages that are etymolog-
ically distant from each other, namely, Chinese-Japanese
and English-Dutch to exploit the feasibility of our pro-
posed method. Experimental results on both pairs prove

the effectiveness of the proposed method.
2 Methodology

In this work, we tackle the interlingual homograph
recognition across languages. As we cannot find clues
from their appearance, we need to make predictions based
on their context information. Motivated by this, we formu-
late our criterion with two important components: word
embedding similarity and degree of co-occurrence in

parallel sentences.

This work is licensed by the author(s) under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).



2.1 Word Embedding Similarity

The distribution hypothesis suggests that the more se-
mantically similar two words are, the more they occur in
similar linguistic contexts [7]. An intuitive way to de-
cide whether a pair of words are cognates or interlingual
homographs, is to exploit the word embedding similar-
ity. Generally, there are two types of word embedding,
namely the static word embedding, such as Glove[8] and
fastText[9], and the dynamic/contextual embedding, such
as ELMo[10] and BERT[11].

To compute the similarity of word embeddings, we have
to assure that they are in the same vector space. As the
words in our setting are from two different languages, we
need to introduce an operation: cross-lingual mapping.
Cross-lingual mapping aligns independently trained mono-
lingual word embeddings into a single shared space. Ex-
isting approaches usually use a bilingual dictionary as su-
pervision signals. Formally, let L; and L, represent a pair

of languages, and let u# and v represent words from L; and

L,. Given abilingual dictionary Z = { (1, v,)}Y_,, we ob-
tain representations of each word: uy,...,uy, Vi, ..., Vy,

where u,,, v,, € R?. Mikolov [12] learns the optimal pro-
jection matrix W by minimizing:

W* = arg min || WA — B||Fr, (1)
W eRdxd

where A and B are two matrix containing all embeddings of
words in Z, namely A = [uy,...,uy], B=[v,...,VN],
A, B € RN, Xing [13] restrict W to be orthogonal,
turning Equation 1 into the Procrustes problem [14, 15]
by:

w*=UvT, UzvT = SVD(BAT), )

where SVD(+) is the singular value decomposition.

We generally follow Xing’s method to get a projection
matrix, except that we obtain W with parallel sentences
instead of bilingual dictionary. Let D = {(x,, yn)}nN:1
represent a parallel corpus of L; and L. For each sentence

1

Xp = Wi,...,W}, yp = wi,...,w}, we obtain sentence

embedding by averaging the word embeddings:

I

1
Swh wu= W 3
i=1

i=1

X, =

~ | o—

XL B = [y, ... yN]

We then perform Equation 2 to get W.

Thus in our setting, A = [xy, ..
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Figure 2 Overview of our proposed method

For a pair of form-identical words (z1 s zz), el,fe
L,, we first obtain word embeddings in corresponding lan-

guages (z',z?), then compute the cosine similarity by:
s = cos(Wz!,z%). 4)

With contextual word embedding models [16], we obtain
the embedding of a single word z in an alternative way:
select a set of sentences containing z; compute embeddings
of z in every sentence; get the average of all embeddings.
For Chinese and Japanese, we take an average embedding
of all characters comprising word z.
2.2 Degree of Co-occurrence in Parallel Sen-
tences

Degree of co-occurrence reveals how often two words
occur in similar linguistic contexts. We develop this intu-
ition further and assume that a pair of interlingual homo-
graphs are less likely to appear in parallel sentences. We in-
troduce two methods to measure degree of co-occurrence:
pointwise mutual information (PMI) and Jaccard similarity
coefficient. Given a parallel corpus D = {(x,,, y,)}V,, the

n=1’
PMI of a pair of form-identical words (z', z?) is:

Pp(z',z%)

PMI zl,zz =log —————,
(@) =loe 4 N o (@)

4)
where Pp(z!, z%) represents the probability of z' € {x,}
meanwhile z> € {y,}. Pp(z') denotes the probability of
7' € {x,,} and Pp(z?) denotes the probability of z> € {y,}
Jaccard similarity coefficient is:
c(z', 2%

1 .2\ _
Jaccard(z',z°) = C(zH)+C(z2) -C(z, 22 ©

where C(z!,z?) denotes counts of z' € {x,} meanwhile
72 € {yn}. C(z") represents counts of z' € {x,} and C(z?)

represents counts of z> € {y,}.
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Table 1  Statistics of cognates and homograph datasets
Language Pair Cognates Homographs
Chinese-Japanese 173 173
English-Dutch 52 52

2.3 Proposed Method

Figure 2 illustrates the framework of our proposed
method. Given a pair of form-identical words, we first ob-
tain word embeddings with embedding models and align
them to a shared space with a linear mapping estimated
with a parallel corpus. Then we get a similarity score
by computing the cosine similarity of embeddings across
languages. We also extract degree of co-occurrence from
parallel sentences. Finally, we compute the z-score of the
above two scores and fuse them by addition calculation
in pairs. We make decisions whether a pair of words are

interlingual homographs or cognates by the fusion scores.

3 Experiment

3.1 Dataset

We conduct experiments on two languages pairs:
Chinese-Japanese and English-Dutch. Each language pair
involves two datasets, i.e., cognates and interlingual ho-
mographs. For English-Dutch language pair, we directly
take advantage of an existing database containing English-
Dutch cognates and interlingual homographs [17]. For
Chinese-Japanese, we refer to a Chinese-Japanese homo-
graph dictionary [18] to derive interlingual homographs.
Note that, as our work focuses on interlingual homographs
with explicit disparity, we exclude the form-identical words
with partially overlapped meanings. We then refer to
Chinese-Japanese dictionary [19] to extract identical cog-
nates. Table 1 lists the numbers of cognate pairs and
homograph pairs for each of the Chinese-Japanese and
English-Dutch datasets. We use Wikipedia dataset! for
contextual word embedding extraction. We extract 1 mil-
lion sentence pairs respectively from Chinese-Japanese and

English-Dutch WikiMatrix [20] as parallel sentences.
3.2 Word Embedding Models

We employ fastText [9], BERT, and multilingual BERT
(mBERT) [11], representing static word embedding model,

1)  https://dumps.wikimedia.org
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Table 2 Pretrained BERT and mBERT Models used in our ex-
periment

Language Model
Chinese bert-base-chinese
Japanese bert-base-japanese-char
English bert-base-cased
Dutch bert-base-dutch-cased
Multilingual multi_cased_L12_H 768 A_12

monolingual contextual embedding model, and multilin-
gual contextual embedding model, respectively.

For fastText, Facebook has published pretrained 300-
dimensional word embeddings” for 157 languages from
which we extract embeddings for our target languages. For
BERT and mBERT, we use 12-layers transformer encoder
pretrained by huggingface with masked language model-
ing” . The contextual word embeddings produced by these
models are all 768-dimensional.

It’s worth noting that because in Chinese BERT and
mBERT, tokens are processed in the form of characters, so
we also choose to use Japanese BERT with character-based
tokenization instead of commonly used word-base model
for coordination and fair comparison. The models used in

this work are summarized in Table 2:

3.3 Experimental Settings

As described in Section 2, we explore the proposed
method in three groups of experiments, including the word
embedding similarity (EmbSim), degree of co-occurrence

(CoR), and the fusion of these two, represented as follows.

e EmbSim: fastText, BERT, mBERT
¢ CoR: PMI, Jaccard
¢ Fusion: EmbSim+Jaccard

Particularly, we extract contextual embedding of words
in our dataset, described in Section 3.1 by the following
procedures. (1) For each word, we search the Wikipedia
dataset by the word and select 300 sentences. (2) Derive
embedding vectors of this word by putting each selected
sentence into a pre-trained contextual embedding language
model. (3) Take an average of derived vectors as the in-
tegrated representation, i.e., contextual embedding of this
word.

Note that, to testify our method in a most general sce-

nario, we conform to the original settings of all above

2)  https://github.com/facebookresearch/fast Text
3) https:/huggingface.co
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Table 3 Interlingual homograph recognition performance in terms of F1 score and Accuracy.
Chinese-Japanese English-Dutch
Group System Fl Acc. Fl Acc.
fastText 0.861 0.867 0.860 0.865
EmbSim BERT 0.759 0.817 0.757 0.798
mBERT 0.468 0.488 0.793 0.760
CoR PMI 0.486 0.509 0.603 0.596
Jaccard 0.800 0.817 0.783 0.798
fastText+Jaccard 0.928 0.934 0.869 0.875
Fusion BERT+Jaccard 0.847 0.845 0.772 0.779
mBERT+Jaccard 0.817 0.800 0.830 0.826

Table 4 A misleading example with contradictory between
co-occurrence statistics and PMI scores.

Word Chinese Japanese Co-occurrence PMI

RE 6433 6851 4278 458
—Ik 25 105 1 5.94

mentioned pre-trained language models, without parame-

ter tuning.

3.4 Experimental Results

Table 3 shows the results of all experiments. We report
F1 score and accuracy for the assessment of the interlingual
recognition capability of our method.

EmbSim fastText demonstrates superior performance
compared with the other two contextual word embedding
models. We attribute contextual word embedding models’
inferior performance to the absence of fine-tuning process
and the challenge brought by their dynamic property. If we
compare monolingual BERT and mBERT, the results vary
by languages. Specifically, English-Dutch pair benefits
more from mBERT, while Chinese-Japanese pair benefits
much more from monolingual BERT.

CoR Jaccard much outperforms PMI in both language
pairs. We blame PMI’s poor performance on the unbal-
anced numbers of words appearing in WikiMatrix data. Ta-
ble 4 shows an example to demonstrate this problem, where
“FRHB”isa cognate, which means “committee member”
in both Chinese and Japanese, and “— &> is an interlin-
gual homograph, which means “blindly”” in Chinese while
“conspirators” in Japanese. From the statistics, we can
easily draw a conclusion that “—£” is more likely to be
an interlingual homograph than “Z2&”, however, the PMI
score shows the opposite result.

Fusion We choose Jaccard to corporate each method
in the EmbSim group. As illustrated, all three methods

gain improvements with Jaccard, among which, the fast-
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Text+Jaccard won the best place among all set-ups. This
shows that semantic information contained in word embed-
dings sometimes is not enough, it is advisable to supple-

ment it with extra knowledge.
4 Conclusion and Future Work

In this work, we integrate word embedding similarity
into degree of co-occurrence in parallel sentences to au-
tomatically recognize interlingual homographs in different
languages. We perform it on two language pairs, i.e.,
Chinese-Japanese and English-Dutch, and the experimen-
tal results exhibit the effectiveness of our method. fastText
shows better performance than contextualized embeddings
and by the supplement of Jaccard information, the perfor-
mance can be further improved in both language pairs.

A gap can be observed between the performance of
Chinese-Japanese with mBERT and the other perfor-
mances. There is a possible reason that too many Chinese
and Japanese identical tokens are shared when pretrain-
ing multilingual BERT and the oversharing would bring
a negative effect to the multilingual pretrained language
model. We will test this assumption and try to mitigate

this problem in future work.
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