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Abstract
We can verbally communicate with others since words

are grounded with real-world meanings such as entities. In
this study, instead of multimodal natural language process-
ing (NLP) that assumes supplemental images along with
text, we propose to ground each word in the text with im-
ages via dense retrieval (vokenization) to solve text-only
NLP tasks using multimodal NLP models. We focus on
named entity recognition (NER) and modify the existing
NER model to refer to the retrieved images. We eval-
uated our methodology on two multimodal named-entity
recognition datasets and confirmed the advantage of the
proposed framework.

1 Introduction
Humans learn language from experience based on sense

including feeling, smelling, and especially looking. Mul-
timodal natural language processing (MNLP) has been
thereby studied to consider multimodal input in existing
NLP tasks such as machine translation [1], multimodal
NER [2], and video captioning [3]. Multimodal NLP is
motivated to address two challenges in NLP: lexical ambi-
guity, and out of vocabulary words. With images, people
can easily understand the meanings of footballs (soccer
or American football) which are sometimes unclear from
text-only input. Images can also provide rich knowledge
of rare and unseen words.

Current studies in multimodal NLP, for example, in mul-
timodal machine translation, show that visual information
is indeed useful for improving the quality of outputs (here,
translation) [4]. However, recent research shows that vi-
sual content is not as useful as expected and it might play
the role of regularization [5]. The current multimodal NLP
suffers from two limitations: data sparsity and the utility
of images on the task. The biggest multimodal dataset is
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Figure 1 Applying multimodal NLP models to text-only NLP
tasks via image retrieval.

still far smaller than the text-only counterpart. For exam-
ple, in multimodal machine translation, multi30k [1] (29k
training pairs) vs. ParaCrawl （51M training pairs for v5
fr-en [6]). The utility of the supplied images needs to be
doubted as well. In real-world situations, the irrelevant
text-image pairs account for a very large proportion. The
supplied images do not always include all information in
the text and sometimes images are just used to be ironic or
make a funny.

In this paper, we purposed to exploit using dense image
retrieval [7] to ground each word in the text with images
to provide visual information for text-only NLP tasks (Fig-
ure 1). Considering image pool as an extra knowledge
base, our framework can be viewed as a recently popular
knowledge-based NLP that utilizes instance-wise knowl-
edge via retrieval [8].

We evaluate our multimodal framework on the multi-
modal NER (MNER) task. We first train a dense retriever
based on the text-image pair of the training split in the
datasets, twitter-2015 [9], and twitter-2017 [2]. Then we
use dense retrieval to retrieve images as visual input to the
multimodal NER to train a multimodal NER model.
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2 Related Work
In this section, we first review multimodal named en-

tity recognition. We next introduce pre-trained language
and vision models followed by cross-modal dense retrieval,
both of which are used in our method.

Multimodal Named Entity Recognition (MNER):
MNER is a new challenge generated from NER. Formally,
given a sentence 𝑆 and its associated image 𝑉 as input, the
goal is to classify entities in 𝑆 to the predefined types.

Moon et al. [10] first introduced the MNER task and pro-
posed a modality attention module at the input of a NER
network. To solve the problem of irrelevance between im-
age and text, Sun et al. [11] purposed a text-image relation
propagation-based BERT model which reaches the state-
of-the-art performance.

Pretrained Language and Vision Model: Incorporat-
ing different modalities to improve representation learning
is very popular after pretraining and self-supervision be-
come a fashion. In computer vision, Clip [12] proposed
the idea of language supervision; training on image-text
pair via contrastive learning can help a lot on zero-shot
image classification. In NLP, although research by Tan et
al. [7] shows that vision-and-language pre-trained models
now can hardly get improvement in text-only tasks, some
research like imagination [13] in machine translation also
shows the potential of using visual information to benefit
text-only tasks.

Cross-modal Dense Retrieval: Dense retrieval is a
key technique in the text-only Question Answering (QA)
task [14]. The idea of dense retrieval is to generate a new
representation for both query and key in a shared subspace.
Cross-modal dense retrieval is very similar to text-only
dense retrieval. The difference is that the gap between
different modalities is much bigger. To solve this prob-
lem, Tan et al. [7] proposed vokenization to ground words
instead of sentences with images via dense retrieval.

3 Preliminaries
This section introduces how vokenization ground words

with real-word images in our retrieval-based multimodal
NLP.

3.1 Vokenization

The main idea of vokenization [7] is to learn a cross-
matching model that can map text and image to the shared
subspace from a text-image dataset and then build a "vo-
kenizer" that can ground a given word with images us-
ing maximum inner product search (MIPS). The cross-
matching model consists of two independent encoders for
image encoder𝑖𝑚𝑔 and text encoder𝑙𝑎𝑛𝑔. The model takes
an image 𝑣 as input and a sentence 𝑠 composed of a se-
quence of tokens 𝑤1, 𝑤2, ..., 𝑤3. The output 𝑟𝜃 (𝑤𝑖 , 𝑣; 𝑠) is
the relevance score between the token 𝑤𝑖 ∈ 𝑆 and image
𝑣. The relevance socre is the inner product of the lan-
guage features 𝑓𝜃 (𝑤𝑖; 𝑠) and the visual feature 𝑔𝜃 (𝑣). The
formulation is:

𝑟𝜃 (𝑤𝑖 , 𝑣; 𝑠) = 𝑓𝜃 (𝑤𝑖; 𝑠)⊤𝑔𝜃 (𝑣) (1)

Since two encoders do not project image and text into the
same dense space, the cross-matching model applies two
multi-layer perceptrons (MLP) 𝑤𝑚𝑙𝑝 and 𝑣𝑚𝑙𝑝 . Then the
language features 𝑓𝜃 (𝑤𝑖; 𝑠) and visual features 𝑔𝜃 (𝑣) can
be computed by

𝑓𝜃 (𝑤𝑖; 𝑠) = 𝑤𝑚𝑙𝑝 (encoder𝑙𝑎𝑛𝑔 (𝑤𝑖)))

𝑔𝜃 (𝑣) = 𝑣𝑚𝑙𝑝 (encoder𝑖𝑚𝑔 (𝑣))
(2)

The model is then optimized by maximizing the relevance
score of these aligned token-image pairs in image-text
datasets. Given this cross-matching model, the retrieval
problem could be formulated as a maximum inner product
search.

4 Methodology

We proposed to first annotate text-only NLP tasks with
images via vokenization, and then use the retrieved im-
ages to turn the original input into multimodal input.
Then we add two modifications to an existing text-only
model to effectively utilize the retrieved images. We con-
cretely explain the modifications using a BERT-CRF NER
model [15] as an example, since in this study we evaluate
our framework on NER.

4.1 Retrieving images for words in inputs

First, we use the text-image pairs in the training split to
train the vokenizer we have explained in Section 3.1. We
retrieve images for words in the task inputs using the trained
vokenizer and some pool of images (in this case, all images
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Figure 2 Multimodal BERT-CRF NER model with multiple
image inputs.

in the training dataset). We then obtain multimodal input
with a sentence 𝑆 composed by tokens < 𝑤1, 𝑤2, ..., 𝑤𝑖 >

and a series of retrieved images 𝑥 < 𝑣1, 𝑣2, ..., 𝑣𝑖 > that
correpond to every word 𝑤𝑖 one by one.

4.2 Modification to Multimodal Model

Here, we introduce two types of modifications on BERT-
CRF [15] to take a series of retrieved images as input: 1)
Fuse Model 2) Visual Attention Model (Figure 2). In the
following, we explain these two modifications.

4.2.1 Fuse Model
BERT-CRF model is a variant of BERT by adding a CRF

layer after representation learning.

𝑓𝜃 (𝑤𝑖; 𝑠) = BERT(𝑠)
Output = CRF( 𝑓𝜃 (𝑤𝑖; 𝑠))

(3)

We first extract text and image representation with pre-
trained models from the input series of images. In this
case, we take ResNet [16] as a pre-trained vision model.

𝑔𝜃 (𝑣𝑢; 𝑥) = ResNet(𝑥) (4)

To alleviate the visual bias for different words, we ap-

Table 1 The detailed information of two MNER datasets.

Dataset Train Dev Test

twitter-2015 4000 1000 3257
twitter-2017 3373 723 723

plied a gate 𝜆 ∈ [0, 1] to weigh the expected importance
of retrieved image representation for each word.

We then learn word representation by

𝑓𝜃 (𝑤𝑖; 𝑠) = (1 − 𝜆) · 𝑓𝜃 (𝑤𝑖; 𝑠) + 𝜆 · 𝑔𝜃 (𝑣𝑢; 𝑥)) (5)

Finally, we fed the fused word representation to the CRF
layer.

4.2.2 Visual Attention Model
We further integrate a visual attention module based on

multi-head attention [17] to the fuse model.

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾,𝑉) = Softmax(𝑄𝐾
⊤

√
𝑑𝑘

) (6)

Query vector is generated from the word representations
and both key and value are generated from visual represen-
tations.

5 Experiment and Analysis

We evaluate our methodology on the NER task based on
the BERT-CRF model.

We choose two multimodal NER datasets@[2, 9] to test
our methodology. Following the common settings in [18],
we labeled them as twitter-2015 and twitter-2017. Table 4
shows the detailed information.

The multimodal NER dataset provides image-text pair
that can test the difference between our joint model using
a given image and using vokenized images. We take the
whole image part as candidates for the vokenizer.

For implementation detail, we trained our cross-
matching model for vokenizer using ResNet152 and BERT
as the backbone of the image encoder and the text en-
coder. We then add two linear multi-layer perceptrons
𝑚𝑙𝑝0 and𝑚𝑙𝑝1 which have two fully-connected layers with
256-dimensional intermediate outputs (followed by ReLU
activation) and 64-dimensional final outputs, which mean
we project two types of vectors to a 64-dim dense space.

To do fast retrieval, we built the vokenizer with
FAISS [19]. We trained our cross-matching model on the
training split of the dataset. In other words, we use only the
image-text pairs in the training split. In validation and test,
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Table 2 Results of NER and our retrieval-based multimodal NER.
Method LOC ORG MISC PER Pre. Recall F1

twitter-2015
BERT+CRF 79.28 58.25 35.51 85.27 69.57 73.85 71.62
(+Fuse Model） 79.69 59.03 36.00 85.19 69.60 74.50 71.93
(+Visual Attention) 79.10 58.11 34.60 84.41 68.90 73.55 71.10

twitter-2017
BERT+CRF 83.36 82.60 65.54 91.42 83.34 86.30 84.70
(+Fuse model） 84.15 83.90 65.77 91.76 83.95 87.02 85.45
(+Visual Attention) 83.26 83.45 65.40 92.51 84.67 86.40 85.37

Table 3 Ablation test.
Model Image twitter-2015 twitter-2017

Fuse Model Original 70.98 84.93
Fuse Model Vokenized 71.93 85.45
+VisualAtt Original 71.28 85.22
+VisualAtt Vokenized 71.10 85.37

we only use retrieved images as visual information rather
than given images in the original dataset.

5.1 Results

In Table 2, we compared different methods on both
twitter-2015 and twitter-2017 datasets with F1 scores of dif-
ferent types of entities, total precision, recall, and weighted
average F1 score. Based on the result, we can find that in
most cases, our methods can slightly improve the text-only
model. In our cases, adding an attention mechanism cannot
improve the performance of the multimodal NER model.
Simply using the fuse model (Section 4.2.1) is more effec-
tive.

5.2 Analysis

To investigate the effectiveness of using the images re-
trieved by the vokenizer, we also consider using the given
images to train our model. Table 3 shows the results. In
both datasets, the model using vokenized images can out-
perform the model using the original image which means
that vokenization may help solve the irrelevance between
image and text.

We also compared our model with the given images
with the state-of-the-art multimodal NER model. Table 4
shows that our proposed method still has an over 3% gap
between the state-of-the-art MNER model, which means
our method may not be good enough to incorporate visual
information with textual information.

Table 4 Comparison to the SOTA multimodal NER model.
Model Image Twitter-2015

Fuse Model Original 70.98
RpBERT [11] Original 74.4

6 Conclusions
In this paper, we first point out two challenges of multi-

modal NLP: data sparsity and the utility of images on the
task. To overcome these challenges, We introduce using
a dense retriever to ground words in inputs of text-only
NLP tasks with images. Moreover, to use more than one
image (usually, normal multimodal models assume a sin-
gle image), we also proposed two easy multimodal models
which can incorporate a series of images to guide the final
prediction. The experimental results demonstrate that our
method could consistently provide useful information in
the two different multimodal NER datasets.

There are several future directions for this work. First,
considering the performance comparison with the state-
of-the-art MNER model, our model is still not that good
to capture and incorporate visual information. Second, in
this paper, we only consider using about 6k images in the
MNER dataset as candidates for very limited retrieval. For
a better study, we may collect a larger image-text dataset
(e.g., Twitter dataset) to better understand the effectiveness
of vokenization. Last but not the least, since the result only
shows the difference in metrics, we have to dig more into
the cases in the future study.
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