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Abstract
Text simplification is widely believed to enhance

comprehension for non-native readers, and has, there-
fore, been the focus of extensive research. However,
conventional text simplification often involves remov-
ing a considerable amount of complex content, which
may reduce valuable information and potentially limit
opportunities to engage with challenging concepts. In
this work, we specifically address the needs of lan-
guage learners by focusing on elaborative text simpli-
fication, a process involving content addition, such as
providing specific explanations and clarifications that
could make a text comprehensible within its context.
We introduce a novel data-driven approach for guided
elaboration generation, demonstrating that explicitly
specifying elaboration targets leads to improved per-
formance.

1 Introduction
Text simplification is a broad field that focuses on

making text content more comprehensible and acces-
sible to a wider audience. It achieves this through
various text modifications, such as paraphrasing, word
reordering, content deletion, or insertion, while re-
taining the original meaning [1]. It has applications
in improving readability for diverse groups, including
children [3], language learners [13] [11], and individ-
uals with language-related disabilities, such as aphasia
or dyslexia [2] [14].

This paper focuses on elaborative text simplifica-
tion [15], which, in contrast to standard simplification
methods, focuses exclusively on content addition. Its
objective is to enhance the text comprehension by pro-
viding readers with additional contextual information.
It involves the insertion of various types of clarifica-

Elaborative Simplification
And his wife, Maria, was inspired to get her GED.
The general educational development (GED) is
equal to a high school diploma. It is for adults
who were unable to finish high school. Benito’s
path is more uncertain. He has not yet registered
at the adult school.

Table 1: Example of an elaborative simplification,
where the highlighted sentence is inserted as elabo-
ration to provide additional context and clarification.

tions or explanations, including definitions, examples,
and background knowledge, to clarify unclear or com-
plex terms and concepts in the text. Table 1 illustrates
an example of the elaborative simplification.

Early studies on elaborative simplification primarily
focused on definition retrieval [10] [5] [8] and the in-
sertion of contextually relevant phrases, often referred
to as entity post-modifiers [9]. Recently, a data-driven
approach has emerged, treating elaboration generation
as a sequence-to-sequence task [15]. Despite these
advancements, previous studies have revealed several
challenges. In many cases, the generated elaborations
diverge from the reference content, either clarifying
concepts unrelated to the target concept or addressing
entirely different terms [15]. We hypothesize that this
limitation arises from the lack of explicit guidance on
what to elaborate upon.

To address this issue, we propose a new guided ap-
proach for elaboration generation, the Target-specified
Generation. We identify elaboration targets by
prompting the GPT-4o model [7] and subsequently in-
put them into a language model to generate elaboration
sentences.

Our experimental results demonstrate that incorpo-
rating target information alongside context sentences
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enhances model performance. In addition to gen-
erating simple definitions, the models are capable
of producing elaborations that involve more com-
plex reasoning. To facilitate reproducibility and fur-
ther research, we make our code publicly available at
https://github.com/martgru/ElabSimp

2 Proposed Method
We build our research upon the data-driven exper-

iment presented in the previous work [15]. A model
takes as input the context sentences surrounding the
elaboration sentence in the simplified document, with
a given context window size, while the output consists
solely of the elaboration sentence.

To generate meaningful and contextually appropriate
elaborations, it is essential to accurately determine the
targets of such elaborations. We determine elaboration
targets for each instance in our dataset using the GPT-
4o model. We prompt the GPT-4o model in ChatML
format, utilizing structured output, to identify two key
elements from the context sentences surrounding the
elaboration sentence:

• Target sentence: The sentence in the context that
is directly clarified by the elaboration sentence.

• Target phrase: The specific phrase within the
context sentences that the elaboration sentence
explains or provides additional information about.

Table 2 provides an example of an elaboration sentence
along with its corresponding target sentence and target
phrase, as identified from context by the GPT-4o [7].

In our approach, the input to the model includes not
only the context sentences, but also explicitly speci-
fied targets extracted by the GPT-4o model: the target
phrase, target sentence, or both.

3 Experimental Settings
Dataset In our work, we utilize the annotated ver-

sion of the Newsela corpus [16] , which contains 1.3K
instances of elaborative simplification [15]. For the
model inputs, we adopt the original context window
sizes defined in previous work [15]:

• 𝐶2𝑠 : 2 prior context sentences.
• 𝐶4𝑠: 4 prior context sentences.
• 𝐶2𝑠+: 2 prior and posterior context sentences.
• 𝐶4𝑠+: 4 prior and posterior context sentences.

But there’s a problem: What scientists find by
looking at big cat DNA doesn’t agree with what
the fossils tell them. Scientists are hoping to fig-
ure out where big cats first appeared. But the two
kinds of evidence don’t point to the same place.
“If you only looked at the fossil, it would suggest
Africa,” Tseng said. “If you only looked at DNA,
it would suggest Asia.”

Table 2: Example of elaborative simplification with
specified elaboration targets: the elaboration is high-
lighted in yellow, the target sentence in blue, and the
target phrase is bolded.

Baselines As a baseline, we compare our ap-
proach to a previous method that directly generate
elaborations from the surrounding context [15]. In
addition, we also compare our method to the one that
indicates the position within the context text where
the generated elaboration should be inserted. In this
setting the input to the model consists of context sen-
tences with the position of the elaboration sentence
marked by a specialized tag token, i.e., <explanatory
sentence>.

Generation Models For elaboration genera-
tion, we employed LLaMA 3.2 3B model [4]
(meta-llama/Llama-3.2-3B) available via the Hug-
ging Face library.1）2）The model was fine-tuned for 3
epochs with a learning rate of 1𝑒−6 and a batch size of
32. All instructions provided to the LLaMa model were
formatted according to the standard Alpaca format [6].
Elaborations were generated using beam search with
4 beams, ensuring deterministic outputs by avoiding
sampling.

Evaluation Metrics Elaboration generation is a
relatively new task in the field of text simplification,
and as of now, no specific metric has been developed
to assess the quality of such content additions. In our
work, we adopt the BLEU metric [12], which has been
used in previous studies to evaluate elaborations, for the
sake of comparison. We also evaluate the generated
elaborations using BERTScore [18] and BARTScore
[17], which are more capable of capturing semantic
similarity and contextual relevance.

1） https://huggingface.co/meta-llama/Llama-3.2-3B

2） We also experimented with the BART-base model; however
Llama-3.2 demonstrated better performance.
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BLEU-2 Score BERT Score BART Score

Context base pos p s p+s base pos p s p+s base pos p s p+s

𝐶2𝑠 9.9 9.6 8.8 9.4 9.2 0.50 0.50 0.50 0.50 0.51 −3.33 −3.34 −3.29 −3.31 −3.25
𝐶2𝑠+ 8.0 9.6 10.8 7.0 10.5 0.48 0.51 0.51 0.48 0.52 −3.39 −3.27 −3.20 −3.37 −3.21
𝐶4𝑠 9.5 9.6 9.9 10.1 10.2 0.50 0.50 0.50 0.50 0.51 −3.34 −3.34 −3.26 −3.31 −3.28
𝐶4𝑠+ 8.3 8.4 9.3 6.4 8.4 0.48 0.50 0.51 0.47 0.50 −3.36 −3.33 −3.21 −3.37 −3.24

Table 3: Results across all settings: base: baseline setting where the model receives only context sentences as
input, pos: position-specified, p: target phrase, s: target sentence, and p+s: target sentence with target
phrase. For each context setting, the highest scores for BLEU-2, BERTScore, and BARTScore are bolded.

Method Input Output

pos
The search team is in a race against time. The
black box’s battery will last only 30 to 45 days.
<explanatory sentence> The odds of finding it
in time are low. Searchers will need to find pieces
of the plane.

Predicted: After that, it will stop working.
Reference: After that, the signal will go
silent.

pos Munro grew up in Wingham, a traditional Canadian
town west of Toronto. She tended to write about
her experience there and her life after the social
revolution of the 1960s. <explanatory sentence>

Predicted: The revolution was a time of
change.
Reference: It was a time when people began
to break free of traditional roles..

p
It would be able to download live video. These
would come from remote-controlled airplanes, or
drones, flying overhead. Tiny motors in the ex-
oskeleton would give the soldier extra strength.
He’d be able to easily run and jump while carry-
ing 100 or more pounds.

Predicted: The soldier would see what was
happening in real time.
Reference: This would allow a soldier to
know what was happening nearby.

p+s Then about 6 million years ago another big change
occurred. Big cats split into several different
species.

Predicted: They became different kinds of
cats.
Reference: They became lions, tigers, jaguars
and leopards..

p “This is a big one”, said Les Grober. He is with the
Water Resources Control Board. “We get many
issues before us. But this is a very dry year.”

Predicted: It is a state agency.
Reference: The board decides what to do
about the water..

Table 4: Examples of target-specified and position-specified generation outputs: (1) an accurate explanation
directly related to the preceding sentence, (2) overly general elaboration, (3) an accurate speculation on the
outcome of certain action, (4) an elaboration that fails to provide relevant examples, and (5) an accurate elaboration
that addresses a different implicit question. The target sentence is highlighted in blue, and the target phrase in bold.

4 Experimental Results
Final results are presented in Table 3.
The position-specified generation setting demon-

strated slight improvements. This approach was espe-
cially effective in generating elaborations that involved
simple explanations directly related to the preceding
sentence, as shown in the first row of Table 4. How-

ever, there were also instances where the generated
elaborations either lacked meaningful content, or were
overly general. An example of this issue is illustrated
in the second row of Table 4.

Target-specified generation, particularly the set-
ting involving target phrase, proved to be beneficial.
The highest BLEU-2 scores and BARTScores were
achieved in this setting. In this configuration, mod-
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Method Input Output
pos The Internet helped Mark Zuckerberg start Face-

book while still a college student. <explanatory

sentence>

Predicted: Facebook is now one of the most
popular websites in the world.
Reference: He soon became a billionaire.

pos New companies have come that need skilled work-
ers with more education. New Haven youth want
those jobs, but they do not have the education or the
skills. <explanatory sentence> That is where
New Haven Promise comes in. It will make a dif-
ference by paying for college.

Predicted: They do not know how to get the
education they need.
Reference: Many do not have the money to
get the training they need.

p+s There are many reasons for the population shift.
Many different groups of Asian-Americans are
moving to the South. The government tracks 23
different ethnic groups that it considers Asian-
American. It’s hard to find one explanation for the
changes.

Predicted: There are many different Asian-
American groups.
Reference: Groups of Chinese, Indians, Ko-
reans and Vietnamese are just some of them.

Table 5: Examples of predicted elaborations showcasing different challenges in evaluation: (1) an elaboration
that provides meaningful information but diverges from the reference, (2) an elaboration that achieves high BLEU
scores due to word overlap but significantly differs in meaning, and (3) an elaboration that lacks necessary examples
but achieves a high BERTScore. The target sentence is highlighted in blue, and the target phrase in bold.

els accurately generated elaborations that included not
only simple definitions but also more complex reason-
ing, such as explaining cause-effect relationships, or
speculating on the outcomes of certain actions, as il-
lustrated by the example in the third row of Table 4.

Additionally, the setting combining the target
sentence and target phrase achieved the highest
BERTScores. The generated elaborations in this set-
ting were similar to those obtained with the target
phrase setting, but there were some notable differences.
For example, some elaborations, particularly those in-
tended to provide examples of a target term or concept,
were abstracted, as shown in the forth row of Table 4.

Key findings from our work indicate that target-
specified elaboration generation settings can improve
model’s performance; however, the improvements were
not as significant as we initially hypothesized. While
specifying the target phrase often proved to be bene-
ficial, challenges remained in generating elaborations
that accurately addressed the specified target. In many
instances, the generated elaborations diverged in form
and content from the references, as they tended to an-
swer different implicit questions. An example of such
elaboration is presented in the fifth row of Table 4.

5 Discussion
Currently, the evaluation of elaborative simplifica-

tion is constrained by its reliance on reference-based
comparisons, where predicted elaborations are evalu-
ated solely against a predefined reference. However, we
argue that this approach is not well-suited for a task that
involves generating new content. Our analysis revealed
many instances where the generated elaborations were
relevant and provided high-quality additional informa-
tion but received low scores because they differed from
the reference elaborations. An example of this is shown
in the first row of Table 5.

Conversely, there were cases where the generated
elaborations achieved high scores by simply mirroring
the words in the reference, yet they differed signifi-
cantly in meaning or failed to provide sufficient infor-
mation, such as examples of a given concept. These
issues are illustrated in the second and third rows of
Table 5, respectively.

These limitations highlight the need for a novel eval-
uation metric specifically designed for content addition
tasks, which would account for both the relevance and
quality of the added content, eliminating the reliance
on reference-based comparisons.
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