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Abstract
Detecting and filtering false information has become a

critical area of academic research with the rapid spread
of multimodal fake news on major social media platforms.
However, effectively integrating diverse feature types for
reliable fake news detection remains challenging. To ad-
dress this, we propose a novel fake news detection model
based on consistency contrastive learning. Our model uses
an MLP-mixer to extract features, and consistency con-
trastive learning to measure the semantic distance between
text features and text attribute features. This approach en-
hances the MLP-mixer’s ability to extract consistent high-
level features. Experimental results on the LIAR dataset
demonstrate that our proposed model outperforms existing
methods in detecting fake news.

1 Introduction
The rapid development of the Internet has changed the

way we obtain information. However, it has also facilitated
the spread of fake news. To detect fake news, many re-
searchers use machine learning to classify fake news. For
example, some studies introduce recurrent neural networks
into the detection process to better understand the time se-
ries characteristics in the text [1]. With the continuous
development of fake news detection technology, attention
mechanisms focus on fake news features [2]. Ran et al.
[3] proposed an end-to-end multi-channel graph attention
network, which constructs three sub-graphs in parallel to
learn the semantic information of news propagation struc-
ture for rumor detection. Although the above studies have
achieved good results in fake news detection, there is a lack
of research on the consistency between news text and text
attributes.

In the multimodal field, contrastive learning has been
shown to effectively enhance the multimodal joint feature
representation that integrates text and image information.
Jia et al. [4] used contrastive learning loss to train a model
that merged matching text-image pairs and separated mis-
matched text-image pairs to align image and text represen-
tations. Li et al. [5] proposed a contrastive loss to calcu-
late the similarity of image and text feature representations
and dynamically construct negative samples to align mul-
timodal representations. However, current research only
considers contrastive learning between different modali-
ties. Inspired by this, we adopt Consistency Contrastive
Learning to consider the consistent representation learning
between text and text attributes to extract more consistent
features. We use MLP-Mixer to replace the convolutional
network and attention mechanism to achieve better perfor-
mance. The main contributions of this work are as follows:
- We use MLP-mixer to extract text features and text at-
tribute features to replace the attention model to capture
long-distance dependencies.
- We use consistency contrast loss to shorten the semantic
distance between text and text attributes, thereby extracting
more consistent high-level features.

2 Proposed Method
Figure 1 shows the proposed model framework. We di-

vide the LIAR dataset into three types of data: news text,
text attributes, and numerical data. MLP-mixer is used to
extract news text features and text attribute features. LSTM
is used to process numerical features. Consistency Con-
trastive Learning shortens the semantic similarity between
news text and text attributes to improve consistency. Can-
cat concatenates the three features together and feeds them
into the classifier.
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Figure 1 The architecture of our model. The circle represents the news text, and the triangle represents the news attribute. Shapes of
different colors represent different samples. Consistency Contrastive Learning aims to shorten the similarity distance between different
representations of the same sample.

2.1 MLP-mixer

MLP-Mixer [6] is a pure MLP neural network developed
by the Google research team in 2021. It was initially used
in image classification tasks in the CV field. MLP-Mixer
is mainly composed of token-mixing MLP and channel-
mixing MLP. Token-mixing is responsible for the informa-
tion exchange of spatial positions, and channel-mixing is
responsible for the information exchange of feature chan-
nels. MLP-mixer takes multiple text tensor patches as in-
put, and each patch is projected onto the hidden dimension
C.

Token-mixing is first performed on each patch to fuse
adjacent values within each patch and mix spatial infor-
mation, then channel-mixing is performed. Token MLP
acts on the columns of T to fuse spatial information at dif-
ferent positions. Channel MLP acts on the rows of T to
fuse positional feature information of different channels.
In addition, Mixer also draws on the idea of the residual
structure in ResNet, uses skip-connection to add the input
and output, and uses Layer Norm before the fully connected
layer. A single MLP consists of two fully connected layers
sandwiched by a GELU activation function. MLP-mixer
can be represented mathematically as:

U∗,𝑖 =X∗,𝑖+W2𝜎
(
W1 LN (X)∗,𝑖

)
, for𝑖 = 1 . . . 𝐶 (1)

Y 𝑗 ,∗=U 𝑗 ,∗+W4𝜎
(
W3 LN (U) 𝑗 ,∗

)
, for 𝑗 = 1 . . . 𝑆 (2)

where 𝑋 is the input feature of the Mixer layer. 𝐿𝑁 is the
layer normalization operation. 𝜎 is the activation function.
𝑊1, 𝑊2 and 𝑊3, 𝑊4 are the weight parameters of the two
fully connected layers in the MLP1 and MLP2 modules
respectively.

2.2 Consistency Contrastive Learning

We introduce a consistency contrast loss in the network
to reduce the semantic distance between similar parts of
text and text attributes in the feature space and achieve con-
sistent representation learning. Considering that text and
text attributes from the same sample have similar semantic
representations, consistent contrast learning is introduced
to help MLP-mixer extract more consistent high-level fea-
tures.

We measure the similarity of text and text attributes
by transforming them into cosine space. First, mark all
instances: anchor instance 𝐴 = 𝑐 (𝑡 )𝑖 , positive instance
𝐴+ = 𝑐 (𝑣)𝑖

���
𝑡≠𝑣

, negative instance 𝐴− = 𝑐 (𝑡 )𝑗

���
𝑗≠𝑖

. 𝑐 (𝑡 )𝑖 ∈ ℝ𝑑

is called the instance of sample 𝑖 in text 𝑡. 𝑐 (𝑣)𝑖 ∈ ℝ𝑑 is
called the instance of sample 𝑖 in text attribute 𝑣. The posi-
tive instances and negative instances here are relative to the
anchor instance. It should be noted that each instance can
be selected as an anchor instance, and the anchor instance
is combined with the positive instance or the negative in-
stance. We can get 𝑛−1 positive instance pairs and 𝑛× 𝑙−𝑛
negative instance pairs.

We aim to minimize the distance between available pos-
itive instance pairs and maximize the distance between
available negative instance pairs in the feature space. Co-
sine similarity is used to measure the distance between
instance pairs, which can be represented mathematically
as:

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑐 (𝑡 )𝑖 , 𝑐 (𝑣)𝑗 ) =
⟨𝑐 (𝑡 )𝑖 · 𝑐 (𝑣)𝑗 ⟩

| |𝑐 (𝑡 )𝑖 | | · | |𝑐 (𝑣)𝑗 | |
(3)

where ⟨·⟩ is the dot product operation. Our optimization
goal is S(𝐴, 𝐴+) ≫ S(𝐴, 𝐴−).It maximizes the consis-
tency between text and text attributes, and the cosine simi-
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larity between the anchor instance and the positive instance
is much greater than the cosine similarity between the an-
chor instance and the negative instance.

The instance-level contrastive loss for all text and text
attributes can be mathematically expressed as:

𝐿𝐶𝐿 = − 1
2𝑛

𝑙∑
𝑣=1

∑
𝑡≠𝑣

𝑛∑
𝑖=1

log
𝑒
𝑆
(
𝑧
(𝑣)
𝑖 ,𝑧

(𝑡 )
𝑖

)
/𝜏

𝑒
𝑆
(
𝑧
(𝑣)
𝑖 ,𝑧

(𝑡 )
𝑖

)
/𝜏+∑𝑟=𝑡 ,𝑣

∑
𝑗=1,
𝑗≠𝑖

𝑒
S
(
𝑧
(𝑣)
𝑖 ,𝑧

(𝑟 )
𝑗

)
/𝜏

(4)

where 𝜏 is the temperature parameter, indicating the distri-
bution concentration degree [7]. The temperature parame-
ter 𝜏 controls the weights of hard and soft labels in the loss
function.

In many practical applications, such as text classifica-
tion, class imbalance is a common problem. Traditional
cross entropy loss may cause the model to over-focus on
negative and ignore positive samples. Focal loss [8] adds a
coefficient factor based on the standard cross entropy loss,
thereby weakening the learning of easy samples and the
learning of difficult samples, thereby improving the classi-
fication ability of the model. Focal loss can be represented
mathematically as:

𝐿𝐹𝐿 = − (1 − 𝑝𝑡 )𝛾 log (𝑝𝑡 )

=

{
−(1 − 𝑝)𝛾 log(𝑝), 𝑦 = 1
−𝑝𝛾 log(1 − 𝑝), 𝑦 = 0

= −𝑦(1 − 𝑝)𝛾 log(𝑝) − (1 − 𝑦)𝑝𝛾 log(1 − 𝑝)

(5)

where 𝑦 ∈ {±1} specifies the ground-truth class. 𝑝 ∈ [0, 1]
is the model’s estimated probability for the class with label
y = 1. 𝑝𝑡 represents the predicted probability of the true

category of the sample, 𝑝𝑡 =

{
𝑝, 𝑦 = 1
1 − 𝑝, 𝑦 = 0

. 𝛾 is an

adjustable factor that reduces the loss of simple samples.
The overall training loss of our modal is represented

mathematically as:

𝐿 = 𝛾𝐿𝐹𝐿 + 𝛽𝐿𝐶𝐿 (6)

where 𝛾 and 𝛽 are the punishment parameters of 𝐿𝐹𝐿 and
𝐿𝐶𝐿 respectively.

3 Experiment

3.1 Experimental Setup and Dataset

We implemented our experiments on a machine with
a single 8 GB NVIDIA GeForce RTX 3080 GPU. The

Table 1 The LIAR dataset statistics.
Statistics Num
Training set size 10,269
Validation set size 1,284
Testing set size 1,283
Avg. statement length (tokens) 17.9
Pants on fire 1,050
False 2,511
Barely-true 2,108
Half-true 2,638
Mostly-true 2,466
True 2,063

model has a batch size of 64, an epoch of 10. We use
the Adam optimizer for gradient descent with a learning
rate of 1e-3. For text tokenizer use ’bert-base-uncased’.
The temperature parameter in the consistency contrast loss
function is set to 0.9. The value ratio of 𝛾 is 2.114, 1.995,
1.962, 1.676, 1.654, 0.839.

Our study uses LIAR [9], a dataset for detecting fake
news. It contains 12.8K short, manually annotated sen-
tences from the politifact.com API, and the politifact.com
editors rate the authenticity of each sentence, see Table 1.
The data comes from various scenarios, including press
releases, TV or radio interviews, campaign speeches, etc.
This data set has 6 labels: pants-fire, false, barely-true,
half-true, mostly true and true.

3.2 Results

Table 2 shows the accuracy comparison of various exist-
ing models and our proposed model on the LIAR dataset.
CNN+LSTM+Fuzzy [10] is a hybrid model based on fuzzy
logic that considers a combination of news articles and text
and digital context information. This model achieves 0.465
on the LIAR dataset, which is 0.007 lower than our model.
This shows that our model outperforms this model regard-
ing loss function and network structure selection. Funnel-
CNN [11] uses different classifiers and embedding models
for fake news detection, and our model also outperforms
it. Table 4 shows the impact of different temperature pa-
rameters on the model performance when our model uses
the consistency contrast loss on the LIAR dataset. The
model’s performance is relatively low when the tempera-
ture is between 0.1-0.2. The model performs fairly well
when the temperature increases to 0.3-0.4. When the tem-
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Table 2 Performance of existing models and our proposed
model on LIAR dataset.

Model Accuracy
LSTM attention [12] 0.385
Capsule neural networks [13] 0.409
ANSP [14] 0.428
Deep Ensemble Model [15] 0.448
AENeT [16] 0.464
CNN+LSTM+Fuzzy [10] 0.465
Funnel-CNN [11] 0.467
Ours 0.472

Table 3 Ablation experiments of our model on the LIAR
dataset.
Method Accuracy Precision Recall F1
w/o MLP-mixer 0.446 0.550 0.443 0.436
w/o Focal Loss 0.452 0.522 0.461 0.452
w/o CCL 0.448 0.526 0.460 0.439
Ours 0.472 0.553 0.477 0.467

perature increases to 0.5-0.7, the model performance de-
creases. When the temperature is 0.9, the model’s accuracy
and F1 score are both the highest, indicating that the model
performs best on the LIAR dataset at this temperature.

Figure 2 shows the confusion matrix of our model on the
LIAR dataset, showing the classification effect of different
categories. The horizontal axis represents the predicted
label of the model, the vertical axis represents the true
label, and the color depth indicates the number. Label 0 is
’pants-fire’, label 1 is ’false’, label 2 is ’barely-true’, label 3
is ’half-true’, label 4 is ’mostly-true’, and label 5 is ’true’. It
can be seen that the model has the best classification effect
on the half-true category. This indicates that the model is
not inclined to recognize the complete truth of the news.

Figure 3 shows the multi-classification ROC curve of
our model on the LIAR dataset. The ROC curve shows the
classification effect of the model for each category, where
the horizontal axis is the false positive rate and the vertical
axis is the true positive rate. It can be seen that category
0 has the highest AUC value of 0.94. This shows that the
model has the best classification effect on category 0. The
AUC values of categories 1, 2, 3, and 4 are similar, which
shows that the model has the same classification effect on
them. The AUC value of category 5 is the lowest, which is
0.61. This shows that the model has the worst classification
effect on category 5. The number of samples in category
5 is the lowest, which may be related to this.

Table 4 Performance comparison of different temperature pa-
rameters in the consistency contrastive loss on the LIAR dataset.

Temperature Accuracy Precision Recall F1
0.1 0.444 0.529 0.460 0.441
0.2 0.453 0.526 0.473 0.446
0.3 0.453 0.535 0.468 0.450
0.4 0.463 0.548 0.467 0.455
0.5 0.452 0.536 0.457 0.445
0.6 0.445 0.531 0.459 0.439
0.7 0.443 0.541 0.445 0.438
0.8 0.462 0.551 0.464 0.448
0.9 0.472 0.553 0.477 0.467

3.3 Ablation Experiment

Table 3 shows the ablation study results of our pro-
posed model on the LIAR dataset. After removing the
MLP-mixer, the model’s accuracy and F1 score are lower,
indicating that the MLP-mixer may significantly improve
the overall performance. In particular, the recall and F1
values are reduced, indicating that the MLP-mixer plays a
key role in balancing precision and recall. After remov-
ing the Focal Loss, the model’s accuracy did not decrease
much, with the accuracy at 0.452, a decrease of 0.02. This
suggests that the Focal Loss plays a role in the model, but
not as big as that of the MLP-mixer. After removing the
CCL module, the accuracy is 0.448, a decrease of 0.024.
This shows that CCL can improve model performance by
improving text content consistency and attributes.

4 Conclusion
In this paper, we propose a novel fake news detection

model that uses consistency contrastive learning to en-
hance the consistency of text and attribute features. In
terms of feature extraction, MLP-mixer is used to extract
text and attribute features, thereby replacing the traditional
attention mechanism, enabling it to capture long-range de-
pendencies. Experiments on the LIAR dataset show that
our model outperforms existing methods, confirming the
effectiveness of consistency contrastive learning for fake
news detection.
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A Appendix
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Figure 2 Confusion matrix of our model on LIAR dataset
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Figure 3 Multi-classification ROC curve of our model on LIAR
dataset
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