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Abstract
Adapting Unsupervised Neural Machine Translation

(UNMT) for domain-specific tasks often encounters Do-
main Mismatch (DM), where one language lacks sufficient
in-domain monolingual data. We observe that while in-
domain monolingual corpora enhance translation quality
for the language they belong to, this improvement does
not extend to the paired language. To address DM, we
propose Domain-Aware Adaptation (DAA). DAA selects
in-domain texts according to assigns higher weights to in-
domain texts from open-domain corpora. Experimental
results on Japanese-English translation tasks across the IT,
Koran, Medical, and TED2020 domains demonstrate that
DAA successfully mitigates the quality disparities in trans-
lation caused by DM, enhancing overall domain-specific
translation performance.

1 Introduction
A widely held belief in Neural Machine Translation

(NMT) is that increasing training data enhances model ro-
bustness and accuracy. Traditional NMT relies on parallel
text pairs, which are often costly and scarce, particularly
for many language pairs and specific domains [1]. This
scarcity has driven interest in Unsupervised Neural Ma-
chine Translation (UNMT), which uses abundant mono-
lingual corpora [2, 3]. With sufficient monolingual data,
UNMT can approach the performance of its supervised
counterparts.

However, the effectiveness of UNMT depends on the
availability of in-domain monolingual data. Domain Mis-
match (DM) occurs when in-domain corpora are available
in one language of a pair but not the other, a common issue
in low-resource settings. Shen et al. [4] highlighted that

DM significantly affects methods such as back-translation
[5] and self-training [6], reducing their effectiveness in
low-resource scenarios.

Existing approaches to mitigate DM include data selec-
tion techniques that prioritize in-domain data from larger
monolingual corpora [7, 8, 9], and tagging methods that
incorporate domain information through special tokens
[10, 11]. Furthermore, leveraging pre-trained language
models for domain-specific translation has shown promise,
although often at the cost of increased computational re-
sources and potential over-specialization [12, 13, 14, 15].

In this study, we extend the investigation of the impact
of DM on UNMT and introduce Domain-Aware Adapta-
tion (DAA) as a novel solution. Our approach utilizes
multi-domain corpora in a high-resource language to train
a domain classifier, which is then transferred to a low-
resource language. This classifier tags open-domain texts,
enabling the selection of in-domain data for training a
domain-specific UNMT model.

We evaluated DAA in Japanese-English in four do-
mains (Information Technology, Koran, Medical, TED
talk) and three open-domain corpora (WMT16, OpenSub-
titles, WIKIMatrix). Our results demonstrate that DAA
improves translation quality in the low-resource direction
and mitigates the DM problem by selectively incorporating
relevant in-domain data.

In summary, the contributions of this work are as follows:

• Identification of DM as a critical issue that causes
bidirectional disparities in domain-specific translation
quality within UNMT models.

• Introduction of DAA, a method that integrates domain
classifiers into the UNMT framework to alleviate the
effects of DM.
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Figure 1 An overview of Domain-Aware Adaptation. The low-resource language𝑌 lacks domain-specific texts. We use multi-domain
corpora in a high-resource language 𝑋 to train the model to a domain classifier. We demonstrate that the pretrained model can transfer
the domain classification ability to another language. Leveraging this classification ability, we perform domain classification on the
open-domain texts of 𝑌 and select out the in-domain texts to train the domain-specific UNMT model.

2 Method
The overview of our method is shown in Figure 1.
For training domain-specific UNMT models, a common

approach is to utilize Iterative Back-translation (Iterative-
BT) with sampled texts from the target domain, as the
following equation shows:

𝐿BT (𝜃𝑖+1) = −𝔼𝑥∼𝑃 (𝑥 ) [𝔼𝑦∼𝑃 (𝑦 |𝑥;𝜃𝑖 ) log 𝑃(𝑥 |𝑦; 𝜃𝑖+1)] .
(1)

However, this method faces limitations when dealing
with low-resource domain adaptation tasks due to the
scarcity of in-domain texts.

To address this issue, we propose the DAA method.
We aim to select in-domain texts from an open-domain
corpus. Hence, we considering the domain probability in
Equation (1) as follows:

𝐿̂BT (𝜃𝑖+1; X) =
−𝔼𝑥∼𝑃 (𝑥 )

∑
𝑑∈𝐷

𝑃(𝑑 |𝑥) [𝔼𝑦∼𝑃 (𝑦 |𝑥,𝑑;𝜃𝑖 ) log 𝑃(𝑥, 𝑑 |𝑦; 𝜃𝑖+1)] .

(2)
Based on Equation (2), the DAA method can be divided

into three steps:

1. Domain Classification: Classify 𝑥 from a open-
domain corpus X to determine its domain member-

ship. Specifically, 𝑥 is associated with each domain
𝑑 in the set of domains 𝐷 with probability 𝑃(𝑑 |𝑥).
Following the idea of Britz et al. [11], we use the first
token output from the decoder to denote the domain
of 𝑥.

2. Pseudo Pair Generation: Generate a pseudo
translation pair using the conditional probability
𝑃(𝑦 |𝑥, 𝑑; 𝜃𝑖). In this process, we assume that 𝑥 be-
longs to the domain 𝑑 and convey the domain infor-
mation by entering a domain tag into the decoder.
This results in the generation of a domain-specific
translation 𝑦, which forms the pair (𝑥, 𝑦).

3. Model Update: Perform a gradient descent on the
pseudo-pair, weighted by the domain probability
𝑃(𝑑 |𝑥).

By following these steps, we perform data selection on
arbitrary corpora by assigning higher weights to texts that
are more likely to belong to the specific domain based on
their probabilities. Some texts may exhibit a low probabil-
ity 𝑃(𝑑 |𝑥) of being classified as belonging to the desired
domain, i.e., being out of the domain. In practice, to
improve computational efficiency, we exclude these out-
of-domain texts by applying a probability threshold 𝑝.

Establishing a domain classifier during the classifica-
tion step typically requires the availability of an in-domain
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corpus. However, we lack in-domain corpus due to DM.
To overcome this challenge, we assume that most domains
exhibit cross-linguistic similarities; that is, texts within
the same domain share similar patterns regardless of the
language. Using this assumption, we train the domain
classifier exclusively using a high-resource language such
as English to discriminate domains across different lan-
guages. This enables us to perform domain-aware adapta-
tion even in the absence of in-domain texts for low-resource
languages.

3 Experimental Settings

IT Koran Medical TED2020
En 669K 451K 144K 1,000K
Ja 478K 6K 0K 361K

Table 1 Data statistics for domain-specific monolingual texts.

Datasets We conducted experiments on Japanese-
English translation tasks. We selected four domains: (i) IT
(GNOME and Ubuntu), (ii) Koran (Tanzil), (iii) Medical
(EJMMT) and (iv) TED2020. Note that there are no mono-
lingual texts. We randomly selected 2K parallel texts from
each domain for the test set and the validation set, respec-
tively. We used WIKIMatrix as the open-domain monolin-
gual Japanese corpus. We randomly selected 2.8𝑀 texts
from the WIKIMatrix. All corpora were collected from
OPUS [16] except the Medical corpus [17].

Models We evaluated UNMT models fine-tuned on
models pretrained with MASS [18]. MASS models are
trained for language comprehension and language gener-
ation capabilities, which facilitates our use of the model
for domain classification and translation. We adopted the
pretrained model released by Mao et al. [19].

Hyperparameters We trained and tuned the model for
40 epochs and selected the best model by perplexity on the
validation set. The domain threshold was set to 𝑝 = 0.5.

Baselines To simulate the DM, for each of the four do-
mains, the models were trained without a Japanese in-
domain corpus, following the paradigm of iterative back-
translation, serving as the baseline. For example, in the
adaptation task for the IT domain, the Japanese corpora
were combined in the Koran, Medical, and TED2020 do-
mains, excluding the IT domain, while all English corpora
were used as training data.

For comparison, we used an alternative data selection
method based on K-Nearest Neighbors (kNN). We com-

puted sentence embeddings by summing each token’s
representation in the encoder’s last layer. We then deter-
mined each domain’s representation center by averaging
its sentence embeddings. Subsequently, for each missing
domain, we selected the 𝑘 texts closest to the center of
the representation of the corresponding domain. Here, 𝑘
represents the number of missing texts in that domain’s
corpus. For example, in the En-Ja IT task, we calculated
the center of the sentence embeddings using the English
IT corpus. Then, we selected 𝑘 texts from the WikiMa-
trix corpus closest to the calculated center, forming the
pseudo-Japanese IT domain corpus.

In addition, we experimented with domain-specific
translations using LLaMA2-7B [20], TowerInstruct-
7B [21], and ALMA-7B [22] as baselines to represent the
translation capabilities of Large Language Models (LLMs).
We used a zero-shot setting and prompt model by “Translat-
ing the following text from 𝑋 to𝑌 .\n𝑋:{source text}\n𝑌 :”,
in which 𝑋 and 𝑌 are two languages.

We report the BLEU score [23] as the evaluation metric.
The sentence is segmented by Mecab.1）

4 Results

4.1 Classification

IT Koran Medical TED2020 Avg.

En 99.00% 98.95% 97.64% 97.88% 98.37%
Ja 88.41% 81.56% 87.91% 75.62% 83.38%

Table 2 Recall of the domain classifier.

Table 2 shows the results of the recall in each domain.
Note that only the English corpus was used to train the
domain classifier. In the case of the English corpus, the
results demonstrate exceptional recall in accurately clas-
sifying texts into their respective domains. For Japanese,
despite being slightly dropped compared to English, the
domain classifier still outperforms the random level. The
results indicate that pretrained models can effectively learn
domain patterns through the utilization of a single high-
resource language.

Figure 2 shows the visualization results according to
t-SNE [24]. For each text, we added all the word represen-
tations output by the encoder as its sentence embedding.
Texts with the same domain tags are clustered close to
each other. This implies that texts in the same domain

1） https://github.com/taku910/mecab

― 214 ― This work is licensed by the author(s) under CC BY 4.0
 (https://creativecommons.org/licenses/by/4.0/).



IT Koran Medical TED2020 Avg.
En ⇔ Ja ⇐ ⇒ ⇐ ⇒ ⇐ ⇒ ⇐ ⇒ ⇐ ⇒

LLaMA2-7B 11.96 4.08 5.11 3.84 13.97 5.29 16.43 10.78 11.87 6.00
TowerInstruct-7B 21.61 2.56 10.63 1.42 28.15 3.52 27.74 5.25 22.04 3.19
ALMA-7B 26.23 9.51 11.14 10.25 32.64 16.92 31.58 20.62 25.40 14.33

MASS-200M [18] 6.63 3.37 3.06 2.27 12.50 4.68 12.30 8.70 8.62 4.75
MASS-200M w/ Iterative-BT 19.89 2.90 7.89 2.73 26.97 2.36 22.57 13.29 19.08 5.32
+ WikiMatrix 18.30 5.10 7.85 3.51 25.31 6.53 25.38 16.23 19.21 7.84
+ WikiMatrix, w/ kNN 18.80 5.37 8.20 5.19 25.80 8.24 24.80 18.03 19.40 9.21
+ WikiMatrix, w/ DAA 19.77 5.74 8.90 8.12 27.22 9.93 26.17 19.18 20.49 10.74

Table 3 Translation result.
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Figure 2 Left: English, Right: Japanese. The t-SNE visualization displays sentence embeddings with distinct domain separation
indicated by color. All representations are generated by pretrained models without any fine-tuning. The distribution of patterns in the
results is roughly horizontally symmetric, demonstrating the isomorphism of the domain distributions.

have more similar patterns and that there are texts located
at “domain boundaries” that exhibit characteristics that fit
the patterns of multiple domains. Intuitively, these texts
can be used as an in-domain corpus. Previous works have
demonstrated the isomorphism of word embeddings across
languages [25, 26]. By categorizing texts into domains, we
find that sentence embeddings from different domains are
also approximately isomorphic, which may be a result of
word embedding isomorphism. Hence, it is feasible to
use text in the domain of one language to train a domain
classifier that classifies the corpus across languages.

4.2 Translation

The results are shown in Table 3. We observed that
across all domains, DM contributes to the disparity in
translation quality. Taking advantage of the presence of
domain-specific training texts, the models demonstrate su-
perior translation performance when translated into En-
glish. In contrast, translations into Japanese exhibit sub-
par quality as a result of the absence of corresponding
in-domain training texts. The mere incorporation of Wiki-
Matrix does not consistently improve translation quality

within specific domains. DAA outperforms the baseline,
suggesting that the domain classifier in DAA more effec-
tively filters out in-domain texts. Compared to the 7B-size
LLMs, our model outperformed LLaMA2-7B, while still
having a gap of about 4 points compared to ALMA-7B.
Note that TowerInstruct-7B sometimes cannot follow the
instruction to generate Japanese translations and hence ob-
tained low En-Ja scores.

5 Summary
The DM poses a challenge in UNMT. To address this, we

introduced DAA, which enhances domain classification by
using multi-domain corpora from high-resource languages.
DAA employs domain tagging and weighting to effectively
select in-domain texts from open-domain corpora. Our
experiments in various domains demonstrate the efficacy
of DAA in mitigating the adverse effects of DM.

However, the effectiveness of DAA diminishes when
domain-specific monolingual data are limited. It also re-
mains untested in multilingual settings and on models ex-
ceeding 200 million parameters. Future work should inves-
tigate these scenarios to enhance scalability and robustness.
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