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Abstract
As the digital news consumption continues to grow,

sentiment analysis has become essential for understand-
ing public opinion and the impact of media. Traditional
NLP methods often fail to capture the in-depth emotions in
news content, especially when taken from various media
sources. This work identifies gaps in the use of fine-tuned
deep learning models and large language models (LLMs)
without fine-tuning in the sentiment analysis of news arti-
cles, offering enhanced insights across various model fam-
ilies. In our work, we collect news from BBC, and annotate
BBC dataset using the proprietary OpenAI GPT-3.5-turbo
model, and fine-tune models such as DistilBERT, BERT,
and RoBERTa-large. We also compare fine-tuned models
with LLM variants including Llama-3 and Qwen-2 models
without any model fine-tuning through crafted prompts.
Our results show that RoBERTa-large achieved the highest
performance, delivering an accuracy of 86%.

1 Introduction
Given the rise of misinformation, polarized reporting,

and the complexities of contemporary global crises, it be-
comes crucial to develop methods that can accurately in-
terpret the language used in today’s digital media. Political
orientations, economic movements, and societal attitudes
are all shaped by the media, which often carry subtle emo-
tional undertones, whether intentional or not [1]. Tools that
can unveil these hidden sentiments enhance transparency
and promote media literacy [2].

Sentiment analysis using NLP has demonstrated sig-
nificant importance across diverse fields such as market

analysis, political opinion tracking, and social media an-
alytics [3, 4]. With the growth in online news and its
various formats, understanding how news articles express
emotional tone and sentiment becomes increasingly im-
portant for stakeholders such as businesses, policymakers,
and the general public [4]. Moreover, incorporating large
language models (LLMs) into this domain presents promis-
ing avenues to improve the accuracy and interpretability of
sentiment classification [5].

This paper investigates sentiment analysis on news ar-
ticles collected from high-quality source i.e., BBC using
NewsAPI. Traditional NLP models often struggle to cap-
ture the nuanced emotions present in complex texts, espe-
cially in news reporting, where the language used is often
subtle and context-dependent [6]. While various senti-
ment analysis tools exist, they frequently underperform in
the context of news articles due to limitations in their train-
ing data and lack of domain-specific knowledge. In our
study, we introduce a framework to enhance the accuracy
of sentiment classification while also offer deeper insights
into the narrative elements that shape public perception.

In our work, we utilize models such as BERT and
RoBERTa [7, 8], which have been fine-tuned to determine
sentiment classification across news content. We also uti-
lize instruction-tuned open-source LLMs such as Llama-3
(1B, 3B, 8B) and Qwen-2 (1.5B, 3B, 7B) without any fine-
tuning to examine how they process sentiments compared
to fine-tuned approaches. In addition, we identify the dom-
inant words frequently used in news sources that influence
sentiments, drawing on methodologies such as those de-
scribed attention-based models by [9]. The significance of
this work lies in its response to the growing demand for
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advanced analysis of contemporary and real-time media
landscapes.

2 Related Work
Sentiment analysis, particularly focusing on news con-

tent, has significantly advanced due to innovations in ma-
chine learning (ML), deep learning (DL), and generative
AI (GenAI) approaches. Each approach has contributed
uniquely to the evolution of sentiment analysis techniques.

Popular classical techniques such as Naive Bayes, SVM,
and the hybrid approaches have been adopted earlier for an-
alyzing the sentiment from news articles. [10] proposed
Naive Bayes approach tailored for social and news sen-
timent analysis to achieve higher performance on small
datasets. Similarly, [11] combined Naive Bayes and SVM
for text classification, highlighting its effectiveness in iden-
tifying sentiment trends in news media. [12] took sentiment
analysis a step further by incorporating effective computing
techniques with SVM to facilitate more nuanced sentiment
categorization across a variety of news sources. Build-
ing on these approaches, [13] utilize a hybrid SVM model
to achieve greater accuracy, showing significant improve-
ments over traditional machine learning methods in senti-
ment classification.

Table 1: Summary of dataset distribution for three-class
sentiment analysis.

Labels Number of Sentences Percentage
Positive 3,500 35%
Negative 3,500 35%
Neutral 3,000 30%
Total 10,000 100%

Deep learning models like LSTM and BERT have
proven more effective in sentiment analysis, particularly
excelling with long-form news articles. In this context,
[14] showcased the strength of LSTM networks in identi-
fying temporal patterns, making them particularly suitable
for analyzing sequenced news data. Another work by Yang
et. al. in [15] highlighted the exceptional capabilities of
BERT, a pre-trained transformer model, in delivering nu-
anced sentiment classification, achieving state-of-the-art
performance in news sentiment tasks. Similarly, research
by [16] highlights the superior capability of LSTMs over
CNNs in capturing contextual sentiment in text analysis.
[17] find strong efficacy of RoBERTa model for sentiment
prediction, especially in the domain of politically sensitive

news content. [18] use DistilBERT for real-time senti-
ment classification, achieving notable accuracy while sig-
nificantly reducing computational costs compared to larger
models.

Recent advancements in generative AI models, includ-
ing GPT-3, have led to the development of robust frame-
works for sentiment classification through the training of
large-scale language models. As shown by [19], detecting
social and news sentiments using GPT-3 also has trans-
fer learning abilities for adapting to diverse datasets. [20]
investigated the integration of GPT-2 and RoBERTa for
multi-source sentiment analysis, tackling issues of cross-
domain adaptability and providing insights into effective
sentiment classification across varied news environments.

While sentiment analysis of news has advanced signifi-
cantly, particularly with recent progress in machine learn-
ing, deep learning, and generative AI models, many ex-
isting approaches still struggle to accurately analyze news
content. Traditional machine learning techniques, such as
Naı̈ve Bayes and SVM, failed to capture the complexity of
emotions in news articles because they lack contextual un-
derstanding to interpret sentiments. Although deep learn-
ing models are more adept at handling sequential data, they
remain computationally expensive to train and may not ad-
dress the contextual issues unless specifically fine-tuned on
news datasets. While models like GPT-2 and GPT-3 have
shown promise for sentiment analysis, they are compu-
tationally costly and require domain-specific fine-tuning,
presenting challenges in practical applications.

3 Proposed Approach
Our methodology consists of a multiple-stage process

for analyzing the sentiment of news articles. First, we uti-
lize NewsAPI1）to collect data from BBC News corpus,
selecting specific sources and keywords to filter news arti-
cles. We filtered the news articles using specific keywords
such as politics, technology, science, sports, etc. to remain
relevant to the targeted sentiment themes.

Second, we preprocess the data through text cleaning
and tokenization. The dataset was initially collected in the
JSON format, after which it was cleansed and processed
using the Beautiful Soup library. This initial step involved
removing URLs, special characters, and stop words, ef-
fectively eliminating extraneous information and allowing

1） https://newsapi.org/
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Figure 1: Workflow pipeline for enhanced sentiment analysis of news articles, showing stages from data collection to final
sentiment scoring.

us to concentrate on the relevant text. We then annotate
the collected samples, ensuring an equal distribution of
positive, negative, and neutral sentiments, using widely
recongnized GPT-3.5-turbo model to guide the labeling
process.

In the final stages, we experiment with various traditional
sentiment analysis models, including TextBlob, Vader, and
Flair. Flair emerges as the top performer. Flair’s per-
formance served as as a baseline for experimenting with
more advanced models, i.e., we also fine-tune deep learning
models such as DistilBERT, BERT, and RoBERTa-large on
the annotated dataset. RoBERTa-large demonstrates su-
perior performance. Furthermore, zero-shot experiments
using LLMs are performed with variants of Llama-3 and
Qwen-2 model families. Table 3 shows the template used
for zero-shot experiments. We also configure RoBERTa
model to extract dominant words associated with each sen-
timent label, adding an interpretative layer to the results
by highlighting influential words that drive the sentiment
classification.

The integration of our fine-tuned models in sentiment
analysis pipeline show improved performance in discern-
ing context-aware sentiment scores, which enhanced the
predictions compared to those from traditional models and
LLMs used without any fine-tuning. The workflow is illus-
trated in Figure 1, detailing each phase from data collection

through to the final sentiment classification step. Table 1
shows dataset distribution. See Appendix A.1 for details
on dataset, A.2 for experimental setup and implementation
details, and A.3 for evaluation metrics.
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Figure 2: Comparison of ML models in terms of accuracy.

4 Results and Experiments
In our first set of experiments, we use ML models for sen-

timent classification on our dataset, using TextBlob, Vader,
and Flair. The accuracy of each model was evaluated, with
the results summarized in Figure 2. TextBlob achieved
an accuracy of 50.36%, while VADER performed slightly
better with an accuracy of 54.66%. The best performance
among the ML models was from Flair, with an accuracy of
65.09%.

We also compare fine-tuned DL models against LLM
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Table 2: Sample showing Sentiment Dominant (SD) scores across each sentiment type.

News Sample Sentiment Type SD Scores

Federal Reserve hints at potential rate hike amid infla-
tion concerns.

NEGATIVE hints: 5.99, hike: 4.13, inflation: 3.41, rate: 3.25,
amid: 2.56

Tech giant announces revolutionary smartphone with
groundbreaking features.

POSITIVE groundbreaking: 2.85, revolutionary: 1.54, smart-
phone: 1.34, announces: 1.31, features: 0.98

Global survey reveals shifting trends in consumer be-
havior.

NEUTRAL shifting: 2.27, trends: 1.28, reveals: 0.99, survey:
0.94, global: 0.85

Prompt Labels

You are a sentiment analysis detector. User: Classify
the following “𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒” as 𝑥𝑎 , 𝑥𝑏 , or 𝑥𝑐 without
providing additional details System: The sentence is:

𝑥𝑎: Positive
𝑥𝑏: Negative
𝑥𝑐 : Neutral

Table 3: Zero-shot prompt for the Llama-3 and Qwen-2
models involves using the labels 𝑥𝑎, 𝑥𝑏, and 𝑥𝑐, which
represent different classes within the dataset.

Model Acc. P R F1-score

Fine-tuned
DistilBERT 80.40 76.35 76.25 76.29
BERT 72.22 69.94 69.81 69.85
RoBERTa-large 86.12 81.29 81.36 81.31

No fine-tuning
Llama-3.2-1B-Instruct 39.03 39.03 39.03 39.03
Llama-3.2-3B-Instruct 51.97 54.51 51.97 51.97
Llama-3-8B-Instruct 56.61 58.14 56.61 56.61
Qwen-2-1.5B-Instruct 42.63 50.72 42.63 42.63
Qwen-2.5-3B-Instruct 56.83 57.78 56.83 56.09
Qwen-2-7B-Instruct 60.10 62.72 60.10 60.10

Table 4: Summary of results with the fine-tuned models
against LLMs with no fine-tuning in terms of accuracy
(Acc.), P, R, and F1-scores for three-class sentiments.

variants of Llama-3 and Qwen-2, noting that BERT, Dis-
tilBERT, and RoBERTa-large demonstrated robust perfor-
mance over ML models and LLMs. Table 4 shows a sum-
mary of our results. Among fine-tuned models, it can be
seen that RoBERTa-large outperformed with 86.12%, fol-
lowed by DistilBERT with an accuracy of 80.40%, and
BERT with 72.22%. In case of LLMs used without any
fine-tuning, the Qwen-2-7B model demonstrated increased
performance compared to a similarly sized Llama-3-8B
model, achieving an F1-score of 60.91 versus 56.61, re-
spectively. LLMs with smaller parameter counts, such
as Llama-3 (1B, 3B) and Qwen-2 (1.5B, 3B), do not ex-
hibit significant performance improvements. These find-
ings indicate that fine-tuned transformer-based models out-

perform both traditional ML models and LLMs in handling
sentiment classification tasks. We found that while, Vader
and TextBlob provided some level of insight, their per-
formance was limited, especially on sentences with subtle
or compound sentiments, which RoBERTa handled more
effectively.

In addition, we also integrate dominant word extraction,
which identifies key terms that influence sentiment catego-
rization. This approach adds interpretability to the model,
an aspect often overlooked in previous studies. While
most existing methods focus primarily on classification ac-
curacy, our technique offers a deeper understanding of how
specific words impact sentiment labels. For this purpose,
we use our best performing model, RoBERTa-large. Refer
to the results in Table 2, which illustrates an example show-
ing the dominant words and their respective SD scores.

5 Conclusion
The objective of our study is to better understand the

sentiment analysis research by synthesizing results of ad-
vanced proprietary LLMs, such as GPT-3.5-turbo, along-
side various fine-tuned ML and DL models, against family
of LLMs used without any gradient updates. As part of
this study, we highlight open challenges associated with
applying these models to sentiment analysis. Although
the Llama-3 and Qwen-2 models yield less substantial re-
sults, they hold significance in resource-constrained en-
vironments where annotation can be costly. Overall, our
findings indicate that DL models, when fine-tuned, exhibit
substantial capabilities in accurately detecting sentiments,
outperforming traditional ML and generative LLMs. No-
tably, the RoBERTa model has proven effective in senti-
ment classification within digital media contexts, although
the limited availability of labeled data may impede the
model’s generalizability. Future work may involve senti-
ment interpretation by integrating hybrid DL approaches
with LLMs, such as combining RoBERTa with XLNet or
T5, to enhance the contextual analysis of sentiments.
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A Appendix

A.1 Dataset

In this study, we used a dataset custom-labeled from
a collection of news articles obtained through NewsAPI.
The initial dataset comprised roughly 18,000 unlabeled
samples from BBC News, chosen for its dependable and
varied coverage of multiple topics ranging from politics to
science, sports, and more. We utilized the GPT-3.5-turbo
model to automatically assign sentiment categories: pos-
itive, negative, or neutral―to each sample in the dataset.
Next, we downsample the data to achieve a balanced distri-
bution of sentiments, resulting in a final dataset of 10,000
samples, with approximately 3,500 instances of each sen-
timent category. Having a balanced dataset allowed us
to train and evaluate our sentiment analysis models with
increased precision.

A.2 Experimental settings

We compare various fine-tuned models such as Distil-
BERT, BERT, and RoBERTa-large for the task of sentiment
classification. In our experiments, a data split of 80/10/10
for training, validation, and testing, respectively, is used,
ensuring that the samples do not overlap between sets. Ini-
tially, we test with various batch size, learning rate, and
the number of training epochs to optimize the training ef-
ficiency of our models. Weights decay and frequency of
logging was changed to prevent overfitting as well as to
monitor the training progress. Moreover, for comparison
of our models with classical methods, we utilize models
including TextBlob, Vader, and Flair to evaluate the im-
provements offered by the fine-tuned models. The hyper-
parameters used in the fine-tuning of our models are sum-
marized in Table 5. LLM variants include Llama-3 [21, 22]
and Qwen-2 [23]. Moreover, we use PyTorch for model
implementation, leveraging resources from HuggingFace
[24] for DistilBERT, BERT, RoBERTa-large, Llama-3, and
Qwen-2, and the NLP-Toolkit for TextBlob, Vader, and
Flair.

A.3 Evaluation Metrics

The metrics included accuracy (Acc.), precision (P), re-
call (R), F1-score (F1), and Sentiment Dominance (SD),
each tailored to the challenges inherent in analyzing senti-

Table 5: Hyper-parameter settings used for fine-tuning
models.

Hyper-parameter Settings for LLMs
Epochs 5
Learning rate 2 × 10−5

Batch size (train) 16
Batch size (eval) 16
Weight decay 0.01
Logging steps 10
Model saving strategy Epoch
Total checkpoints saved 2
Load best model at end True

ment in news content.
SD is a unique metric for the model ability to find words

which are dominant, meaning words that carry majority
weight to the sentiment category it belongs to is called
Sentiment Dominance. In order to use a model to associate
key terms to the correct sentiment during fine tuning, we
extract influential terms specific to each sentiment as our
metric to evaluate model capability.
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