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Abstract
This paper proposes automatic data augmentation

for Live Commentary Generation using Large Vision-
Language Models (LVLMs). This task aims to generate
a set of timed subtitles commenting on the contents of
a given video, describing the actions and objects in the
video, and including additional information. Collecting
data for live commentary generation can be an expensive
and time-consuming task. Therefore, we propose a less
labor-intensive alternative by utilizing LVLMs to generate
artificial live commentary data based on frames extracted
from videos. Our results using a simple live commentary
generation model reveal that training on a combination of
original and augmented data has the potential for perfor-
mance improvement in this task in terms of BLEU score.

1 Introduction
Video Commentary Generation aims to generate a set

of timed subtitles commenting on the contents of a given
video, mimicking the live commentaries we often see in
sports matches and gaming live streamings. Such com-
mentaries can describe the actions and objects in the video,
as well as include additional information regarding the con-
tents, making spectators more excited, more immersed, and
better informed about what they are viewing [1]. This task
is similar to video captioning, as comments may include
descriptions of what is happening in videos. However,
it differs significantly because the timing and contents of
utterances may vary significantly, as a commentator can
choose what to say, when to say, and how to say things.

We find previous works generating commentary on spe-
cific domains, such as sports [2, 3] or video games [4, 5],

with models often relying on field-specific information to
aid the generation. Furthermore, we also find works tack-
ling the open-domain setting of this task, where the goal
is to enable models to generate commentaries for videos
containing actions in a variety of situations [6, 7]. The
latter poses a more challenging setting, as it cannot use
domain-specific features, which have proven essential for
attaining good performance.

Collecting data for live commentary generation can be
expensive and time-consuming, as shown by [6]. More-
over, their work suggests annotators have a lower degree
of agreement than other video-to-text tasks, such as dense
video captioning. Therefore, we propose to utilize vision-
and-language models, specifically those from the LLaVA
family, to generate artificial commentary data based on
frames extracted from videos.

We further assess the efficacy of this augmentation by
training a simple model for the open-domain version of the
task. Our results show that while augmented commentaries
differ from human-annotated ones, training on a combina-
tion of original and augmented data has the potential to
improve performance in this task in terms of BLEU score.

2 Related Work
Live Commentary Generation To the best of our

knowledge, the task of automatically generating live com-
mentaries was first proposed in the context of racing car
videogame streams [4], releasing the first dataset annotated
for this task, which consisted of gameplay videos aligned
with transcribed spoken commentaries. Other works, in-
cluding [8] and [3], have also worked on automatically
generating commentary for sports matches. Soon after, [6]
tackled a similar task in an open-domain setting, detailing
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the construction of a dataset of transcribed commentary
aligned with videos containing human actions in a variety
of domains constructed using videos from ActivityNet [9].
As no domain-specific information was used, they achieved
considerably poorer performance. Aiming to compensate
for the lack of domain-specific information, [7] proposed
to incorporate spatial features obtained by object detectors,
bringing the open-domain performance comparable to the
in-domain works.

Data augmentation via LLMs Data augmentation
using LLMs is a less labor-intensive strategy to overcome
issues related to data collection, such as the high costs and
inaccuracies in human annotation. LLMs have been used
to augment data by automatically annotating existing data
[10] with performance on pair to human-annotated labels.
On the other hand, they can also increase data variety by
modifying data of a specific label [11]. Such capabilities
can be helpful in tasks such as question answering [12] and
counterfactual generation [13].

LLMs can also be useful to generate new synthetic
datasets, especially in settings where it is difficult to collect
data, such as in dialogue tasks [14]. Furthermore, LLM-
based augmentation can also be combined with human
supervision [15].

Large Vision and Language Models (LVLMs) can also
be used for augmentation in multimodal settings. For ex-
ample, [16] uses LVLMs to automatically generate natural
language descriptions of a dataset’s domains and augment
the training data via language-guided image editing.

3 Proposed approach
Figure 1 illustrates our proposed augmentation ap-

proach. It generates artificial live commentaries utiliz-
ing Large Vision-Language Models (LVLM). Concretely,
we propose to rely solely on the visual input. Given the
aforementioned annotator disagreement issue, the intuition
behind our proposal is that while the nature of the live com-
mentary task means each annotator independently decides
when and what to speak, leading to each commentator pro-
ducing significantly different output utterances, it is rea-
sonable to assume there will be a set of common-ground
facts shared across annotators, which depend only on the
video’s visual contents.

To provide LVLMs with relevant visual information from
a video, in this paper, we follow [7] and construct “visual

summaries”, which consist of frames sampled from the
video, sorted temporally and arranged in a grid-like fash-
ion. Each frame is labeled with an index from 1 to 𝑛, where
𝑛 is the total number of frames sampled, which is added in
the top left corner of each frame, as shown in Figure 2.

Although LVLMs have proven effective in a wide variety
of downstream tasks, including image captioning and vi-
sual question answering [17], early experiments where we
directly prompted these models to generate live commen-
tary from visual summaries suggested that this cannot yet
be achieved directly. Therefore, we propose to decompose
the generation of live commentary into a set of simpler
steps so that each task more closely resembles the train-
ing scheme of the LVLM. Concretely, we propose the three
steps below. Actual prompts given to the models are shown
in the Appendix.

Fetching Global Context We obtain a draft of the
live commentary by prompting an LVLM with a visual
summary of the entire video and requesting it to generate
a description of the video contents in the style of live com-
mentary. To obtain this global visual summary, we propose
a sparse frame sampling approach, where we only use one
frame from each one of the video segments defined by the
timestamps of the annotations in the data.

Fetching Local Contexts We prompt an LVLM to
obtain a detailed description of what happens on a short
segment of a given video, constructing a visual summary
with a set of densely-sampled frames from this segment.
We define segments by following the timestamps of the
annotations in the data, but we stress that alternative ap-
proaches are also possible. In contrast to the previous step,
here we request the model to focus only on the main action
that can be identified and to be succinct in the reply.

Composing live commentary We prompt an LLM
to compose live commentaries based on the global and local
contexts obtained during the previous steps. We request
the model to generate one utterance for each one of the
provided video segments, feeding the local/global contest
in JSON format.

4 Experiments
Original Data We work with the dataset created by

[6]. This dataset was built on top of the videos in the
ActivityNet Dataset [18], where human annotators were
asked to record commentary narrations of the videos in
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Figure 1 Summary of our approach for artificial live commentary data generation. It consists of three main steps: (1) Generating a
global commentary via an LVLM based on a visual summary of the entire video; (2) Generation of short, precise descriptions of key
scenes via an LVLM by dense sampling frames, and (3) Composition the final commentary via an LLM, which refactors the outputs of
(2) based on the global perspective offered by the (1).

English under two settings: (1) without prior knowledge
and (2) after watching them once. These audios were then
transcribed into text. It consists of 25k commentaries,
covering a total of 6,771 videos. In our experiments, we
considered only the annotations in setting (1), resulting in
6,854 commentaries for training and 6142 commentaries
for validation.

Data Augmentation We use LLaVA v1.6 (34 B)
[17] as our LVLM to generate the commentary blueprint
and to obtain fine-grained scene descriptions. This choice
is based on [7], who empirically found that this model can
handle context from up to 8 frames. We thus use this num-
ber of frames to construct our visual summaries. We also
use their technique to identify sharp frames, selecting the
sharpest frame closest to the middle of a given segment.
As a commentary composer LLM, we used Llama3 (8 B)
[19] (Meta-Llama-3-8B-Instruct). Furthermore, we quan-
tize the above models to 4 bits via QLoRA [20] in order to
fit our GPU memory.

Finally, given our available computational resources, we

augmented commentaries for only 2205 training videos
and 1785 from validation videos.

Video Commentary Generation with Augmented
Data To understand how the augmented data affects per-
formance, we trained the model proposed by [6]. We
followed the authors and used an offline video encoding
function, using the features released by [21]. The model
was trained with a maximum learning rate of 10−4 with
Adam and a linear annealing for 5% of the epochs, with a
batch size of 8 using 4 NVIDIA V100 GPUs. During in-
ference, we utilize beam search with a beam size of 5. For
evaluation, we resort to BLEU-4 separately for segments
for different annotators.

In this experiment, we used three variations of the data:

• Original: Original dataset proposed by [6].
• Augmented: Data augmented using our proposed

method.
• Original + Augmented: The combination of the orig-

inal data and augmented data.
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Figure 2 Example of a “visual summary” fed to the LVLM for
video v_r3dM-5cZ7e8‘ from the dataset released by [6].

Table 1 Performance on Commentary generation in terms of
BLEU score when training and testing with data augmented fol-
lowing our proposed method

Train Data Test Data

Original Augmented Original +
Augmented

Original 2.28 0.23 1.55
Augmented 0.52 6.57 3.58
Original + Augmented 2.36 6.75 4.78

Table 1 shows the results. When training only with
the original or augmented data, the model achieves the
best performance when evaluating the corresponding test
data. A possible explanation might be that despite using
the same videos and timestamps, human-annotated data
(original) and LLMs’ augmented data are quite different.

Furthermore, we can see that results when evaluating
only on the original or only on the augmented data im-
prove when training on the combined data. This result
indicates that there may be some synergy between origi-
nal and augmented data. However, additional research is
needed to understand better how they complement each
other.

5 Conclusions
This paper proposes an automatic data augmentation

method for Live Commentary Generation using Large
Vision-Language Models (LVLM). Our augmentation

strategy consists of three steps: (1) it generates a global
commentary via an LVLM based on a visual summary of
the entire video; (2) it generates short, precise descriptions
of key scenes via an LVLM by dense sampling frames; (3)
it composes the final commentary via an LLM, based on
the global and local perspectives.

Our results from training a simple model on both original
and augmented data showed that while our strategy gener-
ated commentary-like samples, they differed from human-
annotated commentaries. Still, by training the model with
a combination of original and augmented data, results im-
prove when evaluating only the original data or only the
augmented data. This result suggests that augmented com-
mentaries may complement information provided by the
original commentaries.

It is important to note that our study only augmented
commentary for a third of the original dataset. There is no
guarantee that training on augmentation on all videos will
lead to performance improvements. Furthermore, while
BLEU is a standard metric used in this task, it may not
be able to account for commentaries focusing on different
parts of the video, e.g., the description of action vs. the
description of the background/environment depicted in the
video, as pointed out by [6]

A natural progression of this work is to utilize other
metrics to evaluate live commentary generation, e.g., as
proposed by [7], to better understand the impact of the
augmented data.
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Global Context Prompt

The image presented contains a set of frames sampled from a video, with the frames arranged in a grid-like fashion, and each one labeled with
a number in red. Please describe what is happening in the video as if it was the transcript of someone providing live commentary. As such,
describe aspects of the actions to listeners who cannot see it for themselves, count the number of participants, and make educated guesses
about the overall context of the video, such as the location where actions are taking place. If you believe the same person or object appears
multiple times, make sure to account for it. Use the text displayed on the frames to help yourself. DO NOT mention specific frames.

Figure 3 Prompt fed to the LVLM to obtain a blueprint of the live commentary based on a sparse visual summary of the entire video.

Local Context Prompt

The image presented contains a set of frames sampled from a video. The frames are sorted temporally in a grid and each one is labeled with
an index from 1 up to 8 in red. What is happening in this portion of the video? Focus on the main action you can identify. You are allowed to
make educated guesses about the overall context of the video. Use text displayed on the images to help yourself. Reply in one sentence.

Figure 4 Prompt fed to the LVLM to obtain succinct, fine-grained details of the main action occurring on a given section of a video,
based on a dense visual summary of the section.

Commentary Composition Prompt

The data below, provided in JSON format, contains automatically-generated descriptions of a video. The description denoted as ’global_context’
present an overview or summary of the contents of the video to help you understand its overall context. The descriptions denoted as
’local_context’ focus on the details of what is happening at specific segments of the video, each denoted by a specific index, and sorted by time.
{data}
Based on this information, generate a transcript in the style of live commentary for the video, making sure to tell a cohesive story and to provide
an utterance for each input index of ’local_ context’. As such, describe aspects of the actions to listeners who cannot see it for themselves, and
make educated guesses about the overall content of the video, such as the location where actions are taking place. Format your output in JSON
format, with one entry for each input index. Reply with the JSON data output ONLY.

Figure 5 Prompt fed to the LLM to compose the final commentary based on the local and global contexts.
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