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Abstract

This paper presents a case study that examines the dis-
tribution of training loss values in a Japanese advertising
text generation model. Using a LongT5 architecture, we
analyze the characteristics of training examples that exhibit
both high and low loss values. Our findings reveal several
key patterns: low-loss examples often contain repetitive
phrases and standardized advertising terminology, while
high-loss examples tend to feature more complex gram-
matical structures and natural language patterns. We also
identify potential issues in training data quality and dis-
cuss their implications for model performance. We find
that measuring training loss per example in the training
data is a useful diagnostic tool, for better understanding
model characteristics.

1 Introduction

Recent dramatic improvements in language models have
resulted in significant improvements in many Natural Lan-
guage Processing tasks. One such domain is the automatic
generation of advertising text. As the share of online adver-
tising, in particular search advertising, continues to grow
within the overall advertising market, further automating
this task is of increasing economic importance. In this
work, we introduce a case study in which we examine the
distribution of loss values across a dataset used to train
a model that generates advertising text and present some

findings that may be of interest to the community.

1.1 Advertising Text Generation

In this work, we focus on the generation of advertising
text for search advertisements. These are advertisements
that are displayed in connection to a user’s search query,

and the aim is to display advertisements that will be of rel-
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Figure 1 A plot of a kernel density estimate of the loss values
per training example for our model. We have annotated it with
some examples from the training set and their position in the loss
spectrum.

evance to the user based on keywords used in or related to
the search query. Advertisers submit assets, consisting of
headlines and description text, to an advertising platform.
They associate keywords with such assets, and when such
keywords are triggered an auction is conducted in order to
decide whose advertisements will be displayed. The plat-
form will display from the winning assets a combination of
headlines and description texts, the composition of which
are decided by a black-box algorithm. Because the combi-
nation that will be displayed is not known beforehand, the
advertiser should ensure that any combination of headlines
and descriptions is coherent.

The two categories of text that are to be generated by
this model, headlines (sometimes referred to as titles), and
descriptions, have differing characteristics. In particular,
the length of the text and font size used when displaying
on a search results page differ for these two types of text.
Also, as the name suggests, headlines tend to be snappier,
whereas the descriptions will be longer and have additional
detail.

This work is licensed by the author(s) under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).



In general, Advertising Text Generation (ATG) models
generate advertising text based on the contents of a Landing
Page (LP) that contains details of the product / service
being advertised. This task can be considered similar to
summarization, though the strict length requirements and
need to entice user’s interest cause it to differ in significant
ways from typical summarization tasks. Also, rather than
a single summary, it is desirable to generate a large variety
of texts based on the LP, each emphasizing different appeal
points of the product or service being promoted.

To be effective, advertisements need to attract the user’s
interest, leading them to the LP with the aim of converting
that interest into a sale. Effective advertisements convey
information about the product/service that is of relevance
to the user. Usually products and services have multiple
features that appeal to different users. Generally the model
should be able to generate many different texts that cover all
these selling points. But while diversity in text generation
is desirable, this is balanced by another important require-
ment in that they are truthful regardng what is on offer, as
false claims can cause financial or reputational damage to
the advertiser. For this reason, ATG models should also
aim to be faithful to the contents of the LP which they use

as input.
1.2 Data Rejuvenation

Our motivation for examining the training loss distribu-
tion was as a step in applying the Data Rejuvenation [1]
method. This method identifies training examples that con-
tribute less to the performance of the model, and replaces
the target side of the training data with a synthetically gen-
erated example. Specifically, there are five general steps

1. Using all the original training data to train a model.

2. Identify each example’s contribution to the model and
divide the original training data into “effective” and
“ineffective” sets.

3. Train a second model only on the “effective” set.

4. Use this model to generate pseudo-data using the
source side of the “ineffective” dataset, thus “reju-
venating” these examples.

5. Use a combination of the effective” dataset and the
psuedo-data of the rejuvenated “ineffective” dataset
to train a final model.

Jiao et. al [1] show that this methodology can improve
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the quality of Neural Machine Translation(NMT) models.
Although this method was originally proposed for that par-
ticular task, in principle, it should be applicable in general
to any sequence to sequence generation task. In this work,
we use the idea of examining the training data loss spectrum
to the aforementioned ATG task. That is we perform steps
1 and 2 above, and examine in more detail the distribution

of training losses across all examples.

1.3 LongTh

The architecture of our generative model is the LongT5
model [2]. This is a Transformer [3] based model with an
encoder-decoder structure. During training, the LP con-
tents are fed into the encoder side, while the target adver-
tising text is shown to the decoder, preceded by a prefix
prompt token that indicates the target type i.e. headline or
description. During inference the desired type of output
can be controlled by setting this prefix prompt token.

2 Training Details

2.1 Training methodology

We pre-train a LongT5 model using Japanese portions
of publicly available text corpora. We then fine-tune this
model using an advertising text dataset. In this dataset,
the source side of our examples contains text about the
advertised good or service, while on the target side we use
associated advertising texts.

3 Analysis of training loss distribu-
tion

After completion of training of our model, we measured
the cross-entropy loss per example for all items in our
training set, using the final model’s parameters. In Figure
1 we show a density plot of this distribution, calculated
using the Gaussian KDE algorithm [4] as implemented in
SciPy [5].

It can be noticed that the distribution of cross-entropy
loss is close to being unimodal. We examined examples
at various points along the distribution of losses. In Table
1 (Headlines) and Table A2 (Descriptions) we provide ex-
amples from both the lowest, middle and highest deciles of
cross-entropy loss.

When we examined examples from different parts of the
spectrum, we found some characteristics that were of inter-

est. Firstly, many low-loss targets were repeated frequently
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Table 1 Headlines examples. These examples were sampled from the lower, middle and high deciles of the training loss spectrum.

in the data, with differing source examples. This indicates
that there is possibly needless repetition of these examples
which may harm the ability of the model to generate mul-
tiple diverse samples when given similar sources, as these
examples become memorized. One characteristic of the
ATG task that differs from many other NLP tasks is that
novelty is especially required and so the introduction of
too strong a training signal by repetitive targets, even if the
sources for each target differs, should be avoided.

As was perhaps to be expected, among the high-level
loss examples were found some examples that got through
the training data cleaning / filtering process. In particular
there were a few examples where the language was not
Japanese and others where it was Japanese but there were
misspellings or bad grammatical mistakes. These point out
issues with the data collection process.

Another characteristic found was that many low loss

examples followed well established patterns. For example,
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many low loss examples started with the phrase “ [ZA7(] »

and were followed by a brand name D

which is commonly
used in Japanese advertising text.

It was also noted that for both headlines and descrip-
tions, the low loss examples tended to be more fragmented
and to use phrase-like structures more. They tend to be
declarative and snappy. On the other hand, high-loss ex-
amples tended to use more complete sentence structures
and natural Japanese expressions. They also tend to use
more varied grammatical structures, while there is a ten-
dency for similar phrases to be repeated in the low-loss
examples e.g LKL, EE 22 D i X, Examples in the
middle of the range were closer to everyday Japanese, hav-
ing less commerical / retail vocabulary than the low loss
examples, but at the same time tending towards having
simpler vocabulary and kanji than the high-loss examples.

1) Examples containing trademarks or company names are excluded
from this paper, so we do not provide specific examples.
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The products referred to in these examples seem to be more
everyday than the more specialised / niche products that the
high-loss examples tend towards.

Focusing on Descriptions, low-loss examples tend to be
list-like and categorical. This is likely also influenced by
the nature of LPs which often contain such lists of features
and products. The model in these cases has likely learned to
assign high probability to phrases that it encounters in these
contexts. High-loss examples tend to be more narrative and
explanatory, while the mid-range examples fall somewhere
in between, with more formal and direct language than the
high-loss examples but with less incidents of repetitive,

list-type structures.

4 Conclusions and Future work

Via this case study, we have shown that analysing the
distribution of training data can help give good insights
into the model, highlighting potential improvements to be
made to the training data. In particular, examining the
examples at the extremes of the training loss distribution
provided insights, such as the presence of highly frequent
target advertisements which may harm the model’s ability
to generate diverse outputs. We found that the linguistic
characteristics of examples that the model found hard to
learn differed from those it found relatively easy to learn.
For future work, we plan to apply the rest of the Data Re-
juvenation stages and investigate whether it leads to the
improvement of the ability of our models to generate di-

verse and fluent advertising text.

— 2086 —

References

(1]

(2]

(3]

(4]

(3]

Wenxiang Jiao, Xing Wang, Shilin He, Irwin King, Michael
Lyu, and Zhaopeng Tu. Data rejuvenation: Exploiting in-
active training examples for neural machine translation. In
Proceedings of the 2020 Conference on Empirical
Methods in Natural Language Processing (EMNLP),
Pp- 2255-2266. Association for Computational Linguistics,
2020.

Mandy Guo, Joshua Ainslie, David Uthus, Santiago On-
tanon, Jianmo Ni, Yun-Hsuan Sung, and Yinfei Yang.
LongT5: Efficient text-to-text transformer for long se-
quences. In Findings of the Association for Computa-
tional Linguistics: NAACL 2022, pp. 724-736, Seattle,
United States, 2022. Association for Computational Lin-
guistics.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia
Polosukhin. Attention is all you need. In Proceedings of
the 31st International Conference on Neural Infor-
mation Processing Systems, NIPS’17, p. 6000-6010,
Red Hook, NY, USA, 2017. Curran Associates Inc.

David W. Scott. Multivariate Density Estimation: The-
ory, Practice, and Visualization. John Wiley & Sons,
New York, Chicester, 1992.

SciPy Developers. Gaussian KDE in SciPy, 2023.

This work is licensed by the author(s) under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/).



A Description examples

Loss level Description
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Table A2 Example Descriptions with indicated loss level. These examples include descriptions from both the lowest and highest
decile of the loss spectrum.
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